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4Ecole Polytechnique de Montréal, Montréal, Canada
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Abstract
With regular elections challenges, opinion mining
on Twitter recently attracted research interest in
politics using Information Retrieval (IR) and Nat-
ural Language Processing (NLP). However, get-
ting language and domain-specific annotated data
still remains a costly manual step. In addition, the
amount and quality of these annotations may be
critical regarding the performance of NLP-based
Machine Learning (ML) techniques. An alterna-
tive solution is to use cross-language and cross-
domain sets to simulate training data. This paper
describes ML approaches to automatically annotate
Spanish tweets dealing with the online reputation of
politicians. Our main finding is that a simple sta-
tistical NLP classifier without in-domain training
can provide as reliable annotation as humans an-
notators can. It also outperforms more specific re-
sources such as polarity lexicon or in-domain man-
ually translated data.

Keywords: Natural Language Processing, Machine Learn-
ing, Opinion Mining, Twitter Mining, Political Analysis, Sen-
timent Analysis

1 Introduction
Modern media is changing our vision about society in many
aspects. Human, Social, and Political Sciences ought to
evolve to have all the necessary methodological tools in order
to understand social or political trends as quick as required
by modern society. Particularly Twitter1, have been used, not
only to make public opinions about different events or per-
sons, but also as a way to participate in social movements as
well.

For instance, the role of social networks during the presi-
dential campaign of 2012 in Mexico gained great importance
as the principal instrument for exercising public opinion, es-
pecially for young people. The youth organization yosoy132
was born during that campaign in and, thanks to social net-
works, youth from all universities, regardless their social con-
ditions, shared a common trend topic. Moreover, studies con-
ducted by the Instituto Nacional de Estadı́stica, Geografı́a

1http://www.twitter.com

e Informática (INEGI)2 claim that 40.3% of users of Infor-
mation and Communication Technologies (ICT) in Mexico
are young people who communicate via social networks and
mobile phones and that they remain connected most of the
day. This percentage equals 15.3 million people aged be-
tween 18 and 34 that are potential voters [Tello-Leal et al.,
2012]. Youth participation via Twitter in Mexico increased
creating significant social and political communities around
election subjects. Moreover, Youth Mexicans are not the only
ones that massively send tweets. Twitter recently gets a great
attention from the main candidates which also promote their
discourse [Sandoval et al., 2012] online.

As a consequence, Twitter provides the opportunity to
collect, in real time, large amounts of data, directly from
users; so tweets can be then analyzed in order to track re-
actions to events. Since Twitter provides the possibility to
extract tweets and compose actual corpus there have been a
lot of linguistic research applied in tweets. Using publicly
available online data, to perform sentiment studies, signifi-
cantly reduces the costs, efforts and time needed to admin-
ister large-scale public surveys and questionnaires [Bollen et
al., 2011]. But, although Sentiment Analysis (SA) is a use-
ful area in the study of online communication, because it
gives researchers the ability to automatically measure emo-
tion in online texts [Thelwall et al., 2011], political studies
from a Machine Learning point-of-view in Spanish are still
rare [Villena-Román et al., 2013]. Nevertheless, this could be
changed using ML methods to simulate human annotations
and assists experts (in works such as [Sandoval-Almazán,
2015]) to label large collection of data.

Usual studies in the domain assume that a great effort of ac-
quisition of the tweets and a subsequent manual labelling pro-
cess is required. In addition, a validation process is needed to
correct the errors introduced by manual labelling. Moreover
important political events will always occur faster than our
capacities of getting manually annotated data in several lan-
guages. In this context, we propose an approach that can pro-
vide a reliable pre-annotation using out-of-domain data which
needs shallow supervision before validation in order to obtain
a reliable corpus that can be used for more complex political
studies like user political tendency detection or monitoring

2National Institute of Statistics, Geography and Informatics of
Mexico.



politician’s reputation.
The rest of this paper is organized as follows: Section 2

gives an overview of related works and establishes further
motivation for our work. In Section 3, we provide details
about used data-sets. In section 4 we propose our approaches
while Section 5 is devoted to a thoroughly evaluation. Finally,
Section 6 gives some conclusions about our work and opens
several perspectives.

2 State of the art
2.1 Tweets mining and sentiment analysis for

politics
Politics have been addressed in previous works but mostly in
English (see [Malouf and Mullen, 2008] and [Wang et al.,
2012a] for former studies). [O’Connor et al., 2010], used a
subjective lexicon that comes from the Opinion Finder in or-
der to determine positive and negative scores for each data
set corresponding to a tweet. In this case, the raw numbers of
positive and negative tweets about a given topic are used to
calculate a confidence score (the relation between the num-
ber of positive and negative tweets). The authors indicated
that by a simple manual inspection of the tweets they have
found examples that have been classified incorrectly. Nev-
ertheless, the authors used this method to measure the “con-
sumer confidence” (the presidential approval) in 2008 pres-
idential elections in the United States. A different approach
has been used to analyse political preferences by studying hu-
mour contained in tweets [Bollen et al., 2011].

A psychometric instrument called Profile of Mood States
(POMS) is used to distil six different emotional attributes:
tension, depression, anger, vigour, fatigue and confusion.
POMS provides a list of adjectives for which the patient has
to indicate the level of approval. Each adjective is related to
a state of mind and, therefore, the list can be exploited as the
basis for a mood-analyser of textual data.

[Tumasjan et al., 2010] presented a work in two parts: in
the first one Linguistic Inquiry and Word Count (LIWC) is
used to perform a superficial analysis of the tweets related
to the different political parties that competed for the Ger-
man Federal election in 2009. In the second part, the authors
claim that the counting of tweets with references to one of the
parties, accurately reflects the election results. On the other
hand, they established that the Mean Absolute Error (MAE)
of the “prediction” based on Twitter data was very close to
the real surveys that were carried out.

An increasing number of empirical analyses of sentiment
and mood based on Twitter collections have been used along
with sophisticated algorithms of text pre-processing, using
lexicon based classifiers, SVM and Naive Bayes. The main
idea is to train a classifier using keywords from tweets to
determine the mood see [Wijaya et al., 2013; Martı́nez and
González, 2013]. Moreover, several methods have been
already proposed for exploiting tweets in order to detect
people’s mood changes throughout the day [Martı́nez and
González, 2013; Lampos et al., 2013].

In [Cha et al., 2010], authors measured changes in the
mood of the U.S. population, over three years, from tweets

providing policy relevant indicators. More qualitative stud-
ies propose new insights about human behavior as a result
showing that there is a tremendous ambition to develop opin-
ion mining tools for social media [Maynard et al., 2012;
Chung and Mustafaraj, 2011; Dodds and Danforth, 2010;
Gruzd et al., 2011; Kramer, 2010]. Nevertheless, most of
these works use English annotated corpora for experimenta-
tion, and to our knowledge, there is neither studies on Spanish
nor on French about political sentiment analysis. But, how
to deal with the lack of data-sets to train? In this work, we
state that disposing of specific domain data in one language
(French) and specific language data in another (Spanish) it
is possible to transpose the learned expertise of a domain-
French classifier into another in Spanish.

2.2 Multi-lingual and cross-language processing
The conversion of information expressed in different lan-
guages to a common representation is in general very com-
plex. Cross-lingual Information Retrieval (CLIR) systems
helps to retrieve documents in different languages by posing
a query in source language. Then, the query is mapped into
a common representation in order to retrieve pertinent doc-
uments in a destination language. The translation of docu-
ments, even phrases, into the query language requires enor-
mous resources. Usually: (1) parallel texts, (2) machine
translation systems and (3) bilingual machine readable dic-
tionaries.

The study of multi-lingual and cross-language processing
have been addressed in the Cross Language Evaluation Fo-
rum (CLEF) in the past years. [Jagarlamudi and Kumaran,
2008] describes their experiments and results of using CLEF
2007 data set in a Hindi to English cross lingual information
retrieval system. By using a simple word to word transla-
tion of a query and word alignment table learned, they have
obtained 73% of the performance of the monolingual system.
Specially, the most important result in this work is the discov-
ery of considering the 4 most probable word translations,with
no threshold on the translation probability, gave better results
than translating word to word.

[Capstick et al., 2000] presents a system for support-
ing cross-lingual information retrieval, MULINEX, which re-
trieves documents from the Web by employing a dictionary
based query translation. MULINEX supports French, Ger-
man and English by using very large amounts of data for
translation and different document categorization algorithms:
n-gram categorizers for noisy input, k-nearest-neighbor algo-
rithm for normal documents and pattern-based categorizers
for very short documents. Besides the cross lingual func-
tionality, MULINEX provides the automatic translation of
documents and their summaries. MULINEX uses a query
assistant that provides an opportunity for interactive query
translation disambiguation. The translated query terms are
translated back into the original query language. However,
this approach has some clear limitations because of the lack
of use of synonyms in the dictionary and because significant
homonym in the target language can result in confusing back
translations.

The work of [Thenmozhi and Aravindan, 2009] translates
Tamil to English using statistical machine translation. They



deploy an IR system in Agriculture domain for the farmers
of Tamil Nadu which helps them to specify their information
need in Tamil and to retrieve the documents in English. The
system is designed with dynamic learning, so any new word
that is encountered in the translation process could be updated
to the bilingual dictionary.

In [Wang et al., 2012b], instead of using existing docu-
ment representations, with additional information in a multi-
view clustering setting, authors use an alternative approach of
encoding the additional information as constraints. Results
showed that with real data this approach is effective in im-
proving the clustering by just using the original documents.

An interesting work that uses a cross-lingual mixture
model (CLMM) for sentiment classification is presented
in [Meng et al., 2012]. It uses NLP tools such as alignment to
reduce the bias towards that of the source language in trans-
fer learning. The proposed model can learn previously un-
seen sentiment words from large unlabeled data, which are
not covered by the limited vocabulary in machine translation
of the labeled data. The CLMM can use unlabeled parallel
data regardless of whether labeled data in the target language
are used or not.

2.3 Automatic Annotations of Tweets and
Agreement Issues

Recently, several researches within the Limosine project3
[Carrillo de Albornoz et al., 2014; Amigó et al., 2013] lead
to consider automatic annotation for corporate entities’ e-
Reputation analysis (mainly in English). Public figures e-
Reputation also interested French researchers in the frame of
the Imagiweb project4 [Velcin et al., 2014] and on the context
of TASS5 [Villena-Román et al., 2013] respectively focusing
on French and Spanish tweets and entities.

All agreed that human interpretation of these kind of more
or less consensual contents is prone to mistakes and they all
reported inter-annotator agreements quite similar to typical
products-oriented Sentiment Analysis studies despite the task
difficulty. Then ,it also remains difficult to obtain a strong
ground-truth annotation since both facts and opinions have
to be considered regardless of whether the content is opin-
ionated or not. It is often hard to tell all the implications a
message may have on the e-reputation of a given entity. And
finally, the political context makes the task even harder. In
this work we investigate how much ML techniques without
correct training data can perform compared to humans anno-
tators.

3 Data-Sets
3.1 Mexican political data-set
The corpus analyzed is the same used by [Jean-Valere Cossu
et al., 2014]. It consists in 800 tweets containing #AMLO

3http://www.limosine-project.eu
4http://mediamining.univ-lyon2.fr/velcin/

imagiweb/
5Taller de Análisis de Sentimientos en la SEPLN / Workshop on

Sentiment Analysis at SEPLN. See: http://www.daedalus.
es/TASS2013/corpus.php

hashtag that were extracted between the 9 and the 11 June
in 2012. AMLO is the acronym for Andrés Manuel López
Obrador, who was a left candidate to the Presidential elec-
tions in Mexico. AMLO has built a strong base of support
among people who feel that they have been left behind as
Mexico’s economy grows and evolves. These tweets have
manually annotated according to polarity for reputation from
the author point-of-view6. Annotation disagreements have
been solved with an extra annotator, the final annotation is
considered as ground-through annotation.

The used data-set remains small because annotate a big
mass of specialized tweets is a difficult and time-and-money-
consuming process. In particular, the number of annota-
tors for this task was very limited. However comparable
studies [Sandoval et al., 2012; Sandoval-Almazán, 2015]
about Twitter and Mexican politicians are lead with the same
amount of data.

Table 1: Class distribution in both complete and French sub-
part collection.

Class Class-Distribution Class-Distribution
(French)

Negative 0.41 0.37
Neutral 0.29 0.30
Positive 0.30 0.33

Classes are well balanced with only a slightly difference with
negative tweets between the both collections as shown in ta-
ble 1.

3.2 ImagiWeb French political data-set
We use the ImagiWeb7 collection used by [Jean-Valere Cossu
et al., 2014; Velcin et al., 2014]. It consists in 3,184 manu-
ally annotated tweets8 for both two main candidates (François
Hollande and Nicolas Sarkozy respectively noted FH and NS
later) at the last French presidential election in May 2012.
Tweets were extracted between March and December 2012
and concern the two main candidates which is almost the
same period as Mexican and RepLab sets.

Table 2: Class distribution in the French political collection.

Class Class-Distribution
Negative 0.60
Neutral 0.12
Positive 0.28

Table 2 shows that the main tendency is negative with a very
few number of neutral tweets. According to [Velcin et al.,

6Does the author have a Negative, Neutral or Positive opinion
about AMLO.

7Data (including all annotators assessments) have recently
been made publicly available at http://mediamining.
univ-lyon2.fr/velcin/imagiweb/dataset.html

8Annotation was done by thirty people (with higher education)
regarding polarity (more detailed statics about the annotation pro-
cess are available in [Velcin et al., 2014])



2014] the main reason is that politics in France unleash pas-
sions between people. For a reasonable analysis we only con-
sidered 3 polarity level from the 6 available in the data-set.

3.3 TASS political data-set
One part of the TASS 2013 evaluation [Villena-Román et al.,
2013] covers a sentiment analysis over political messages.
The provided corpus is a selection of 2,500 tweets (2,150 are
still available online), extracted from Twitter during the elec-
toral campaign of the 2011 general elections in Spain (Elec-
ciones a Cortes Generales de 2011). Tweets mentioning any
of the four main national-level political parties: Partido Popu-
lar (PP), Partido Socialista Obrero Español (PSOE), Izquierda
Unida (IU) y Union, Progreso y Democracia (UPyD) were
selected. Tweets have been manually annotated according to
global polarity and polarity at entity level (3 levels and no-
sentiment tag). This entity level polarity is similar to Polarity
for Reputation annotation from RepLab and the polarity def-
inition in the Imagiweb data set. More details about the data-
set and the annotation procedure can be found in [Villena-
Román et al., 2013].

Table 3: Class distribution in the TASS’2013 Political collec-
tion.

Class Class-Distribution
Negative 0.27
Neutral 0.38
Positive 0.26
None 0.09

Table 3 shows that the main tendency is neutral with a slight
difference between positive and negative values. We removed
from our experiments tweets marked as having no polarity
(the none tag).

3.4 RepLab data-set
We use the Spanish “polarity for reputation” side (23,100
tweets which represent around 20% of the collection) from
the RepLab 2013 data-set [Amigó et al., 2013]. In RepLab
the goal is to decide if the tweet content has positive or
negative implications for the company’s reputation whether
the content contains explicit sentiment words or only reports
facts. Manual annotations are: positive, negative and neutral.

Table 4: Class distribution in the Spanish subset of the Re-
pLab’2013 collection.

Class Class-Distribution
Negative 0.24
Neutral 0.28
Positive 0.48

As shown in Table 4, the main tendency of the RepLab set is
positive.

4 Experimental Approaches
We focus on improving domain and language portability to
learn discriminative features that are not dependent on enti-

ties, domain or languages. This choice is motivated by many
limitations identified in lexicon-based sentiment-analysis ap-
proaches and the specific annotation requirement. First, be-
cause they require the development of language-specific sen-
timent lexicons and annotation, which are expensive as they
depend on human labour. Second, because of the short, noisy,
and unedited text of social media updates limits of cover-
age of lexicons that result less effective than standard edited
texts [Feczko et al., 2008; Ohana and Tierney, 2009]. Third,
and most importantly, because in politics opinion, reputation
polarity is rarely encoded in sentiment-bearing words; they
are also embedded in other words and short context, includ-
ing. For instance, mentions of affair or financial organiza-
tions or scandals are highly correlated with negative opinion,
as well as voting intention mentions to the opposite side.

In that follows, we describe our approaches the problem of
detecting reputation polarity using several methods.

4.1 Lexicon Approach
Lexicon approaches start with a list of positive and negative
words, which are already pre-coded. Our collection was first
analyzed using a lexicon approach combined with a linguistic
analysis in order to detect sentiments, during a period of time,
in social and political tweets. We started with one Spanish
lexicon and one English translated lexicon used to count for
each tweet and for each corpus the number of positive and
negative words contained in each tweet. All the process is
automatically performed by using R9.Words contained in a
tweet are classified into positive or negative by those lexicon
without taking into account the sarcasm that transforms the
polarity of an apparently positive or negative utterance into
its opposite [González-Ibáñez et al., 2011]. Nevertheless, we
assume that in a big corpus the sarcasm rest minimum.

4.2 Data pre-processing
We ignore all duplicate tweets (we chose to consider only the
first according to the date). Each language is equally treated.
Text is lower-cased and cleaned by removing hypertext links,
stop-words and punctuation marks. The hash from hashtags
was not removed.

4.3 Machine Learning
In [Carrillo de Albornoz et al., 2014] and [Villena-Román et
al., 2013] machine learning was partly used to assist anno-
tators and propose annotations. [Di Fabbrizio et al., 2004]
showed that a small annotated set coupled to machine learn-
ing could perform competitively to annotators to answer text
mining tasks. The annotation was addressed as a classifica-
tion problem that consisted of determining the polarity of
each tweet. The choice of our classifiers is motivated by
their good performance in many classification tasks in pre-
vious research on polarity detection and sentiment analy-
sis [Joachims, 1998; Amigó et al., 2013].

The features used by our proposals are words, bi-grams
and tri-grams. They compose the tweet discriminant bag-of-
words representation. We start with Term Frequency-Inverse

9R is an interpreted computer language designed for statistical
data analysis (http://www.r-project.org/



Document Frequency (TF-IDF) [Robertson, 2004] combined
with the Gini purity criteria [Torres-Moreno et al., 2013].
This last work reports improvements using TF-IDF in asso-
ciation with the Gini purity criteria over n-grams (n<=3).
We estimate the similarity of a given tweet by comparing it
to each class and ranking it according to several distance or
similarity index. Purity of a word i is defined with the Gini
criteria as follows (1):

ginii =
∑
c∈C

P2(i|c) =
∑
c∈C

(
DFi(c)

DFT(i)

)2

(1)

where C is the set of classes, DFT(i) is the number of tweets
of the train set T containing the word i and DFc(i) is the
number of tweets of the train set annotated with class c con-
taining word i. This factor is used to weight the contribution
ωi,d of each term i in document d as (2):

ωi,d = TFi,d × log(
N

DFC(i)
)× ginii (2)

Where N is the number of tweets in the train set and the con-
tribution ωi,c of each term i in class c as (3):

ωi,c = DFi,c × log(
N

DFC(i)
)× ginii (3)

Cosine distance.
This distance is computed to compare similarities between
the tweet bag-of-words and each class bag-of-words as fol-
lows (4) :

cos(d, c) =

∑
i∈d∩c

ωi,d × ωi,c√∑
i∈d

ω2
i,d ×

∑
i∈c

ω2
i,c

(4)

SVM.
The SVM algorithms have shown their ability to handle large
feature spaces and to determine the relevant ones [Joachims,
1998]. We chose to train linear multi-class Support Vectors
Machine10 [Crammer and Singer, 2002] with the objective
of classifying multiple polarity classes in one pass. Classi-
fiers have been trained with default parameters and the ”bag-
of-terms-weight” vectorial representation of each tweet d.
Where each term weight is computed as(5):

ωi = DFT(i)× log(
N

DFT(i)
)× ginii (5)

Baseline.
The baseline algorithm was computed as simple memory test
which consists in tagging each tweet d1 with the most similar
tweet d2 in the training set (according to Jaccard index). This
similarity is computed as follows:

sim(d1, d2) =

∑
i∈d1∩d2

ωi,d∑
i∈d1∪d2

ωi,d
(6)

10Multi-Class Support Vector Machine http://www.
cs.cornell.edu/people/tj/svm_light/svm_
multiclass.html

4.4 Overview Processing
Our experimental evaluation is outlined as described on fig-
ures 1, 2, 3 and 4.

4.5 Lexicon and documents translation

Figure 1: Classification process using translated documents

As a first experiment we choose to manually translate a sam-
ple (220 tweets) of our Mexican unlabelled set in order to per-
form a classification using the French annotated set as train-
ing set as shown on figure 1. The sub-part chosen for trans-
lation seems to present a better class balance (as shown in ta-
ble 1). The main objective of this experiment is to verify the
applicability of the same models to another one test set dis-
cussing other entities as done during RepLab 2012 [Amigó et
al., 2012]. We also separate both candidates from the Imagi-
web set in a separate training set to evaluate if one candidate
can be more similar to AMLO than the other.

Figure 2: Classification process using lexicon approach

We chose to translate from English to Spanish a well know
lexicon used in many SA tasks [Bing, 2012]. We have used
the Bing Liu lexicon which is composed of around 6800
words in English. However, after making an automated trans-
lation using the Google Translator we have recovered only
2284 positive words and 1644 negative words. In this case,
we left, manually, only the words that in Spanish can express
a sentiment. We also compared the results of this approach
with a classification using a Spanish lexicon specifically built
for SA in Twitter and for politics analysis (ElhPolar Lexi-
con [Saralegi and Vicente, 2013]). We also evaluated both



lexicon over the TASS’2013 data-set to compare these ap-
proaches with regard to state-of-the-art (see figure 2 and Ta-
ble 8).

Figure 3: Classification process using RepLab’13 data-set as
training set

We then investigated the classification using RepLab 2013
reputation set as training set. We questioned here the per-
formance of a same language massive labelled set sharing the
same short and noisy vocabulary specific to social media’s
texts. We performed the classification over Mexican tweets
and TASS’2013 political set as shown in figure 2.

Figure 4: Classification process using TASS data-set as train-
ing set

In a last experiment (see figure 4) we used the TASS data-
set as same language in-domain training set to automatically
annotate the Mexican tweets.

5 Evaluation and results
5.1 Metrics
We report for each tested classifier on the overall Accu-
racy and as the class are not well balanced on each data set
we propose to report on the Macro Averaged F-Score com-
puted (noted F-Score in tables) as mean of each class F-Score
(based on Precision and Recall) in order to give the same im-
portance to each class. For instance, since the Negative class

represents 60% of the Imagiweb set returning all tweets as
Negative would give an Accuracy and global F-Score of 60%
and a Macro Averaged F-Score of 33%, since it does only
detect one class, which does not represent a significant and
efficient system performance.

Accuracy is computed as follows:

Accuracy =
Num. of correct documents

Num. of documents in the reference
(7)

Macro Averaged F-Score as:

F Score =

∑
c

2× (Precisionc × Recallc)
Precisionc + Recallc
Num. of classes

(8)

With Precision Pc for class c as:

Pc =
Num. of documents correctly assigned in classc

Num. of documents assigned in classc
(9)

And Recall Rc for class c as:

Rc =
Num. of documents correctly assigned in classc

Num. of documents belonging to classc
(10)

5.2 Machine Learning using translated data
The Imagiweb set provides sentiment annotation at the person
level which may be more similar to our Mexican tweets and
it provides an interesting experiment. According to Table 5
systems performance using same context data is really low.
The main reasons are that the vocabulary used to described
both French main candidates is not the same as the one used
for AMLO but also that both class distributions appear to be
too different. As systems performance do not increase while
the size of the training set increases (when considering the
complete Imagiweb set see 6), we can consider that systems
performance are not limited by the amount of the training data
available. Nevertheless, with the very limited size of this test
set we are not able to conclude over the difference signifi-
cance between systems performances.

Table 5: Classification performance on translated tweets.

Method FH sub-set NS sub-set
F-Score Accuracy F-Score Accuracy

Baseline 0.29 0.33 0.38 0.39
Cosine 0.17 0.33 0.34 0.42
SVM 0.34 0.36 0.38 0.40

As the results are slightly better when we consider tweets
from NS as training set we can consider that they Twitter’
users talk about AMLO is similar to the way they talk about
NS.

5.3 Translated and specialized lexicons over
Spanish

Both lexicons approaches Elh-Polar lexicon and Bing Liu
translated one, seem to not fit our data-set’s vocabulary or this
kind of analysis since they do not perform well as reported in
Table 7.



Table 6: Classification performance on translated tweets.

Method Complete Imagiweb Set
F-Score Accuracy

Baseline 0.30 0.33
Cosine 0.26 0.38
SVM 0.35 0.37

Table 7: Lexicon classification performance on Mexican set.

Method F-Score Accuracy
ElhPolar Lexicon 0.25 0.32
Translated Lexicon 0.21 0.33

The lexicon approach also show its limit over the TASS’2013
data-set as reported in Table 8. We wanted to compare the
best participating systems to TASS’2013 Task 3 Sentiment
Analysis at Entity Level but as TASS organizers do not report
over the Macro Averaged F-Score we are unable to evaluate
the ”Best” TASS performance in terms of F-Score and Ac-
curacy. Nevertheless as TASS organizers report on a global
F-Score based on Precision and Recall we suppose that results
we obtained are mostly similar to the average of TASS’2013
participants (not reported in this paper).

Table 8: Lexicon classification performance on TASS’2013
set.

Method F-Score Accuracy
Elh-Polar Lexicon 0.30 0.41
Translated Lexicon 0.12 0.29

5.4 Machine Learning on Spanish out-of-domain
data

In this experiment we performed the classification using Re-
pLab 2013 set as training set. Although RepLab also provides
annotation at the person level for some singers which may
be similar the candidates level. Table 9 shows classification
performance over Spanish contents according to F-Score and
Accuracy. SVM is lower than baseline which performance is
also higher than expected. An interesting performance is the
Cosinus one’s, while the Cosine similarity was outperformed
using the translated tweets. It is able here to obtain quite
good classification results that are close to inter-annotator
agreements observed in the literature [Amigó et al., 2013;
Villena-Román et al., 2013; Pla and Hurtado, 2014]. These
results are also close to those reported in the literature which
is probably our main interesting results: since with this level
of performance classifiers can provide a reliable annotation
faster and cheaper than what can expected from human ex-
perts.
The ML approaches have been proved to perform competi-
tively during Replab [Amigó et al., 2013] campaign. This is
why classification performances will not be evaluated in this
paper.
Annotation at the entity level from RepLab provides a gran-
ularity similar to the “Party/Entity” annotation from TASS.

Table 9: Classification performance on Mexican tweets.

Method F-Score Accuracy
Baseline 0.50 0.51
Cosine 0.74 0.74
ElhPolar Lexicon 0.25 0.32
Translated Lexicon 0.21 0.33
SVM 0.17 0.31

However when we consider TASS’2013 as test set we ob-
tain a low level of performance as shown in Table 10. As
TASS’2013 Political data-set is known to provide a difficult
sentiment classification issue [Villena-Román et al., 2013] al-
though our results are disappointing it is not really a surprise.
It would probably benefit from the creation of a more specific
training material.

Table 10: Classification performance on TASS’2013 set.

Method F-Score Accuracy
Baseline 0.32 0.33
Cosine 0.32 0.33
SVM 0.33 0.33

5.5 Machine Learning using in-domain data
We performed in this experiment the classification using
TASS’2013 set as training data. Table 11 shows classifica-
tion performance using this set as training set.

Table 11: Classification performance on Mexican tweets.

Method F-Score Accuracy
Baseline 0.33 0.32
Cosine 0.32 0.31
SVM 0.31 0.29

The lower level of results could be explained by the smaller
size of the training set (TASS’2013 set is really small com-
pared to RepLab). As it is also nip and tuck between classi-
fiers, although the limited test’s size. Finally the main finding
of this experiments is to show that words used this year in
this context are very different from those used in both Mexi-
can and RepLab sets.

5.6 Qualitative Analysis
Dealing with ambiguous contents often leads to note interest-
ing errors. Some contents such as:
“RT 1.Naces 2.Eres AMLO 3. Creces 4. No eres presidente.
5. No eres presidente. 6. No eres presidente. 7. No eres
presidente. 8. Mueres. JAJA” (In Englih: 1. You’re born
2.You are AMLO 3. You grow 4. You’re not president. 4.
You’re not president. 6. You’re not president. 7. You’re not
president 8. You die. LOL LOL”) are tagged positive by the
systems while they are really negative.

Here it is another example:
“AMLO gran orador cada vez que abre la boca sueña #elpeje-
aburrehastaalospejezombies” (“AMLO great speaker every-
time he opens the mouth he dreams” in English). It is also an



irony because people are not dreaming about a better coun-
try instead they are becoming tired and almost falling at sleep
every time that AMLO speaks.

Automatic systems would also benefit from hashtag split-
ting since they are not able to understand aggregated words
such as ”#esunhonortuitearporobrador or #alpejenolesalen-
lascuentas”. Nevertheless, besides linguistic rules it will re-
quire a deeper processing including langugage knowledge to
”#elpejeaburrehastaalospejezombies #elpejeaburrehastaasus-
pejezombies and #elpejeaburrehastalospejezombies as being
the same statement.

These are typical examples of humoristic contents that sys-
tems are not able to handle properly. Lexicons will proba-
bly never be able to consider correctly this kind of messages.
While ML approaches could handle them once they have seen
similar examples in the training set or in an active learning
procedure.

6 Conclusions
In this paper we described and compared several approaches
for a fast political classification of Spanish tweets concern-
ing last presidential election in Mexico. This kind of con-
tent is often hard to understand and annotation is prone to
human error. Our experimental evaluation (although our test
set was limited) establishes that without specific training ma-
terial Mahcine Learning approaches can achieve state-of-the-
art result while the literature insists on the need of specific
training data.

Annotating this tweets dealing with politics is known to
be a costly and difficult task. Our experiments have shown
that the need of costly expert’s annotation can be reconsid-
ered. The presented ML approaches are mainly language-
and domain-independents. So, only a little effort it is neces-
sary to adapt these methods to another domain, such as the
popularity of products or corporate entities, and handle large
amount of data unlike experts. Another outcome from our ex-
periments is probably the annotated data-set itself which can
be used for further researches.

At first we intend to apply this process to others candidates
at the Mexican election. This will allow us to investigate the
correlation between polls results and the evolution of class
distribution between candidates over the time. We also want
to consider more specific work on the existing data-set. We
have several ideas on how to improve our approach to iden-
tifying the polarity in political tweets using information car-
ried in hashtags (although hashtag splitting will require extra-
linguistic knowledge and linguistic rules) and Twitter users’
name. The detection of irony and the study of re-tweet phe-
nomena [Morchid et al., 2014] can be two important elements
to improve tweet classification. Then in forthcoming works,
we think to study in detail the impact of these phenomena in
the Micro-Blogs classification.
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versidad Católica del Norte, (36):33–47, 2012.

[Thelwall et al., 2011] M. Thelwall, K. Buckley, and G. Pal-
toglou. Sentiment in twitter events. Journal of the
American Society for Information Science and Technology,
2(62):406–418, 2011.



[Thenmozhi and Aravindan, 2009] D. Thenmozhi and C. Ar-
avindan. Cross lingual information retrieval system for
agriculture society. In International Forum for Informa-
tion Technology in Tamil Conference (INFITT), 2009.

[Torres-Moreno et al., 2013] JM Torres-Moreno, M El-
Beze, and P Bellot. Bechet, opinion detection as a topic
classification problem in in textual information access.
chapter 9, 2013.

[Tumasjan et al., 2010] A. Tumasjan, T.O. Sprenger, P.G.
Sandner, and I.M. Welpe. Predicting elections with twit-
ter: What 140 characters reveal about political sentiment.
In ICWSM, pages 178–185, 2010.

[Velcin et al., 2014] Julien Velcin, Caroline Brun, Jean-Yves
Dormagen, Young-Min Kim, Claude Roux, Julien Boyad-
jian, Stephane Bonnevay, Marie Neihouser, Eric SanJuan,
Leila Khouas, Molina A., and Neihouser M. Investigat-
ing the image of entities in social media: Dataset design
and first results. In Language Resources and Evaluation
Conference (LREC), 2014.

[Villena-Román et al., 2013] Julio Villena-Román, Sara
Lana-Serrano, Eugenio Martı́nez-Cámara, and José Car-
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