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Abstract

Given the Big Data era in what we live now, every day an enormous amount of
multimodal data is generated across the world by distinct types of users. Accord-
ingly, document summarization applications have gained popularity because of
its ability for extracting vital information within a short time. Although plenty of
research has been done by the NLP community in proposing novel summarization
strategies, there is still a great room for improvement, especially for the task of
summarizing spoken documents. As part of this project, we aim at investigating the
pertinence of recent semantic encoding strategies in combination with multi-modal
unsupervised learning strategies for effectively generating summaries from spoken
documents.

Keywords: Document Summarization, Text Mining, Sentence Selection, Sentence
Ranking, Unsupervised Learning.

1 Summary

Text summarization is the task concerning the automatic generation of document sum-
maries, aiming at reducing document(s) in length and complexity while preserving
essential information elements. The task can be classified in single document sum-
marization (SDS) [Kupiec et al., 1999], or multiple-document summarization (MDS)
[McKeown and Radev, 1999]. Additionally, methods can be categorized according to
the summary’s purpose into generic summarization and query-biased summarization.
The former has no restrictions regarding the information that must be present at the
final summary while the latter, must answer to particular user’s information needs
[Torres-Moreno, 2014].
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Although document summarization has been widely researched by the Natural
Language Processing community for a long time now1, one of the initial works that
demonstrate the impact of machine learning strategies in solving the task is the work
of [Kupiec et al., 1999], since then, the popularity of ML-based methods for generating
extractive summaries has increased. Extractive summarization approaches focus on
identifying and extracting the most salient document components in order to build a
coherent summary [Kupiec et al., 1999], whereas abstractive summarization involves
sentence compression and reformulation of contents [Knight and Marcu, 2000]. Cur-
rently, the main strategies fall into the extractive summarization category, given its
simple but effective methodology for building summaries without requiring advanced
post-processing techniques. In general terms, two big steps are required for generat-
ing an extractive summary: i) sentence ranking, and ii) sentence selection [Cao et al.,
2015, Ren et al., 2017]. Sentence ranking aims at scoring sentences to measure its
importance, while sentence selection searches for those sentences with highest rele-
vance scores and low redundancy when generating the final summary until a budget
constraint is met, e.g., the size of the summary in characters or bytes.

Nowadays, the vast majority of existing approaches have focused on developing
novel strategies for summarizing (static) text documents2. However, due to the rapid
development and maturity of multimedia technology, there are large volumes of audio-
visual material containing valuable information, being spoken documents an essential
source of information [Chen and Chen, 2008, Chen et al., 2013]. Contrary to text docu-
ments, spoken documents represent a more challenging scenario for summarization
strategies. Spoken documents lack structure, and even though can be automatically
transcribed, current recognition systems may introduce errors resulting in inaccurate
sentences or paragraph boundaries as well as redundant information produced by the
speaker disfluencies, fillers, off-topic expressions, and repetitions.

A key aspect of document summarization is how to encode the semantic information
contained in documents effectively. Previous work has shown that sentence importance
also depends on contextual relations, both, within-document, and cross-document
relationships [Ren et al., 2017, Wan and Xiao, 2009]. However, while some of the
previous work relies on purely lexical features [Wan and Xiao, 2009, Qiang et al., 2016],
word embeddings such as Word2vec [Xiong and Ji, 2016], or very powerful and complex
models, such as recurrent neural networks (RNNs) [Cao et al., 2015], CNNs [Zhang et al.,
2017], attention models [Ren et al., 2017, Zhong et al., 2015], none of these previous work
has evaluated the impact of simpler unsupervised sentence embeddings in capturing
these semantic relationships. As part of this proposal, we argue that this aspect can
be tackled through the use of sentence embeddings such as the method proposed in
[Pagliardini et al., 2018], which is an unsupervised model, fast to train, and easily
interpretable, that has demonstrated being more effective than models using deep
learning architectures.

Besides, we want to evaluate the impact of multi-modal/noise-robust unsupervised
strategies for the spoken document summarization. Mainly, given the nature of spoken
documents, where features containing information cues about prosody/acoustics can be
obtained, we want to evaluate the pertinence of multi-modal (speech and text) strategies
for identifying relevant sentences [Xiong and Ji, 2016, Wan and Xiao, 2009].

1Early studies are dated back to the 1950s and 1960s.
2See §3 for a general description of the relevant literature in SDS and MDS.
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2 Objectives

In general, the main goals of the sabbatical leave project would be the following:

1. Evaluate the impact of distinct sentence embeddings for encoding the semantic
information contained in spoken documents’ transcriptions.

2. Determine the pertinence of features extracted from the speech signal (prosody/acoustics)
for identifying relevant information from spoken documents.

3. Assess the influence of a multi-modal (text and speech) approach based on unsu-
pervised learning for summarizing spoken documents.

3 Relevant literature

Text summarization is a challenging task which has a long history dated back to 1950s.
Since the early 2000s, machine learning has been widely applied to text summarization.
The key idea of these approaches is to formulate summarization as a binary classification
problem and train a classifier to distinguish relevant sentences or non-relevant sentences.
Among the first works in proposing solving the task of document summarization as
a supervised problem is the work of [Kupiec et al., 1999], where authors evaluate the
impact of features related to the structure of the document, such as the position of the
sentences, similarity with the title, length, etc. Similarly, under a supervised paradigm,
in [Villatoro-Tello et al., 2006] authors exploit word-sequences for enriching sentences
representation. More recently, deep learning has been applied to text summarization
with promising results. For instance, in [Cao et al., 2015] authors design deep models
for ranking sentences by using Recursive Neural Networks, in [Zhang et al., 2017] is
proposed a Convolutional Neural Networks (CNN) with multiple viewpoints, and
in [Ren et al., 2017] authors evaluated a Neural Attention Model able to incorporate
contextual relations among sentences in the problem of sentence ranking.

Although the supervised approach is prevalent, its main drawback is the availability
of large datasets for training classification models. Paper [Radev et al., 2004] represents
some of the initial research works in proposing an unsupervised method for document
summarization based on centroids of clusters. Besides, several graph-based methods
exist for unsupervised extractive summarization. This type of techniques produces a
similarity graph, in which each node represents a sentence and edges represent sen-
tences similarity computed through traditional text similarity measures. In [Erkan and
Radev, 2004] a method named Lexrank is proposed, which ranks sentences employing
the well-known PageRank algorithm. Other graph-based methods are presented in
[Villatoro-Tello et al., 2009, Luna-Tlatelpa et al., 2017] where sentence centrality is used
to determine its relevance. In [Wan and Xiao, 2009] a mani-fold-ranking algorithm
is employed for producing the summary. Similarly, [Xiong and Ji, 2016] proposes a
hypergraph-based Vertex-reinforced random walk framework for learning the word-
topic distributions in sentences. In [Qiang et al., 2016] authors proposed a pattern-based
model which exploits closed patterns to extract most salient information elements from
a document.

As to the development of spoken document summarization, quite methods have
been proposed, employing both supervised and unsupervised techniques. In [Chris-
tensen et al., 2003] evaluate the impact of lexical and structural features for summarizing
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English spoken documents. In [Zhang and Fung, 2007, Chen et al., 2013] authors showed
the relevance of acoustic and structural features for summarizing automatically gener-
ated speech transcriptions. In a similar line of research in [Chen and Chen, 2008, Wang
and Cardie, 2012, Kim and Kim, 2016] authors investigate the use of latent topics for
representing the information and produce extractive summaries of spoken documents.

As preliminary observations, we noticed that current unsupervised strategies could
be enriched using novel sentence embedding strategies. Additionally, employing
multi-modal approaches for detecting sentences relevance in spoken documents can be
investigated.

4 Methodology

In order to achieve the objectives proposed in this project, we plan to work according to
the following methodology.

1. Evaluate the impact of several sentence embedding strategies for encoding the
semantics of automatically generated transcriptions, specifically Sent2Vec [Pagliar-
dini et al., 2018]. For this, we plan to compare traditional approaches such as
CBOW, Skipgram, FastSent, etc. Comparisons against traditional topic detection
strategies are considered, such as LSA, LDA, or matrix co-factorization [Nguyen
et al., 2017].

2. Incorporate several acoustic features into an unsupervised sentence ranking ap-
proach to determine its relevance on detecting silent portions of information from
a speech signal. We plan to investigate the pertinence of basic features such as
the pitch values. Additional features can be incorporated such as the duration of
sentences [Chen et al., 2013].

3. Implement and evaluate the impact of Multi-modal unsupervised learning al-
gorithms. Specifically, we aim at evaluating the manifold-ranking algorithm
as proposed in [Xiong and Ji, 2016] for fusing two distinct modalities (text and
speech) in the problem of spoken document summarization.

4.1 Data

Throughout this project, we plan to work with the data available for the SM2 project.
This project addresses several challenges related to the majority of financial institutions
in Switzerland and abroad. According to the project’s description, we will be testing
our proposed approaches on records of all voice and text communications with clients
that had a trading purpose.

Hence, the main domain of the data is financial and is expected that we will not
have too much training/development data. In addition, if necessary, we plan to build
and evaluate our proposal with out-of-domain data.

5 Expected results

As the main result of this collaboration project, we expect to develop novel strategies
for spoken documents summarization. Our main idea is to prove the impact of recent
developments on sentence embedding for accurately encode sentences semantics in
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spoken documents. Additionally, given the nature of the data, we want to determine
how relevant are the set of features that can be extracted from the speech signal in
solving the posed task. From this set of experiments is expected to have at least one
conference paper published.

As additional results, is expected to improve the collaboration between the IDIAP
and UAM-Mexico in future research projects.
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