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1 Introducción

El presente documento describe las actividades realizadas durante mi periodo sabático
(Septiembre/2019 a Agosto/2020). Como se indicó en mi plan de trabajo entregado
al Consejo Académico en mayo de 2019, mi sabático se centraría principalmente en
realizar trabajo de investigación alrededor de temas relacionados con Procesamiento
de Lenguaje Natural y sus aplicaciones el análisis y procesamiento de documentos
orales, es decir, documentos que son generados a través de técnicas de transcripción
automática.

Durante mi estancia sabática en el centro de investigación Idiap1, trabajé y colaboré
principalmente con el grupo de investigación "Voz y Procesamiento de Audio" (Speech
and Audio Processing Group). Uno de los principales logros de esta colaboración
fue el diseño e implementación de un algoritmo de categorización de documentos
orales, el cual resultó ser altamente eficiente y que esta inspirado en técnicas de repre-
sentación semántica denominadas Representaciones de Segundo Orden. Este algoritmo
lo evaluamos en variados conjuntos de datos, y nos permitió obtener una publicación
en la revista "The Prague Bulletin of Methematical Linguistics". Actualmente, tengo
entendido que Idiap quiere llevar a producción dicho método, para ofertarlo como una
solución eficiente y efectiva a la tarea de identificación automática de tópicos entre sus
posibles clientes.

Además de esto, tuve la oportunidad de involucrarme en otros proyectos, relaciona-
dos más estrechamente a mis intereses de investigación. Por ejemplo, participamos en
tareas de Análisis de Autoría, como son la identificación de mensajes agresivos en redes
sociales (MEX-A3T), y la identificación de rasgos psicológicos de los autores (OMT
Task). En las secciones siguientes doy una breve descripción de estos artículos, los
cuales son adjuntados como documentos probatorios.

Finalmente debo mencionar que pude continuar mi colaboración con el DTI de la
UAM Cuajimalpa. Continué con la dirección de proyectos terminales, y de proyectos
de servicio social que estaban activos al momento de solicitar el sabático.

2 Trabajo de Investigación

En esta sección presento una breve descripción de los trabajos publicados durante mi
sabático. Estos trabajos están ya publicados; se incluye como anexo la versión en extenso
de todos éstos.

1https://www.idiap.ch/en
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1. Inferring Highly-dense Representations for Clustering Broadcast Media Con-
tent.2 Este trabajo describe el método desarrollado para la identificación au-
tomática de tópicos en documentos orales. EL trabajo fue realizado en colabo-
ración con el Dr. Shantipriya Parida, Dr. Petr Motlicek, y Ondrej Bojar.

2. Idiap Submission to Swiss-German Language Detection Shared Task.3 En este
artículo describimos los experimentos realizados como parte de nuestra partici-
pación en la competencia nombrada Swiss-German Language Detection Shared
Task, la cual se realizó en el marco del 5th SwissText & 16th KONVENS Joint
Conference 2020. Este trabajo fue realizado en colaboración con Dr. Shantipriya
Parida, Dr. Petr Motlicek, Qingran Zhan y Sajit Kumar.

3. Idiap & UAM participation at GermEval 2020: Classification and Regression
of Cognitive and Motivational Style from Text.4 Este artículo describe nuestra
participación en la tarea de clasificación denominada Classification of the Operant
Motive Test (OMT) subtask. Estrictamente hablando, esta tarea es un problema de
Perfilado de Autor. Este evento se realizó como parte del 5th SwissText & 16th
KONVENS Joint Conference 2020. El trabajo se realizó en colaboración con Dr.
Shantipriya Parida, Dr. Petr Motlicek, Qingran Zhan, y Sajit Kumar. Nuestro sistema
obtuvo el segundo mejor desempeño en la tarea.

4. Idiap and UAM Participation at MEX-A3T Evaluation Campaign.5. El artículo
describe nuestra participación en la tarea de identificación de noticias falsas y
detección de agresividad (Fake News and Aggressiveness Analysis shared tasks).
Ambas tareas se evaluaron en datos en Español de México. El trabajo se realizó
en colaboración con Dr. Shantipriya Parida, Dr. Petr Motlicek, y Gabriela Ramírez de
la Rosa. Vale la pena mencionar que en esta competencia, nuestro sistema logró
obtener el primer lugar en la tarea de detección de noticias falsas.

De los artículos mencionados hasta aquí, tres son el resultado de participar en
distintas tareas compartidas (shared tasks). El objetivo principal de la participación fue
evaluar el desempeño de una estrategia denominada "Supervised Autoencoders" (SAE).
A pesar de que SAE es una tecnología que se propuso para hacer análisis de imágenes,
nuestros artículos representan los primeros en evaluar este tipo de tecnología en tareas
de Procesamiento de Lenguaje, lo cual se considera una contribución importante.

A continuación listo los artículos realizados en colaboración con mis alumnos (de
licenciatura y posgrado) de la UAM-Cuajimalpa, como del INAOE-Puebla.

1. Finding Evidence Of The Sexual Predators Behavior. Este es un resumen ex-
tendido, el cual se envío para evaluación a la conferencia LatinX in AI Research
at NeurIPS 2019. El trabajo fue aceptado para ser presentado de forma oral en
Diciembre de 2019. Este trabajo es el resultado final del Proyecto terminal real-
izado por Ángeles López-Flores, alumna de la LTSI UAM-Cuajimalpa. La idea
principal del trabajo fue desarrollar técnicas automáticas para la identificación
precisa de evidencia de acoso en línea, específicamente, identificación de pedofilia.

2https://ufal.mff.cuni.cz/pbml/115/art-villatoro-tello-et-al.pdf
3http://ceur-ws.org/Vol-2624/germeval-task2-paper4.pdf
4https://www.inf.uni-hamburg.de/en/inst/ab/lt/resources/data/

germeval-2020-cognitive-motive/ge20st1-paper-2.pdf
5http://ceur-ws.org/Vol-2664/mexa3t_paper3.pdf
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El trabajo fue realizado en colaboración con Ángeles López-Flores, y Gabriela
Ramírez-de-la-Rosa.

2. Mental lexicon for personality identification in texts. Al igual que el trabajo
anterior, este es también un resumen extendido, el cual fue enviado y aceptado
para ser presentado como póster en la conferencia LatinX in AI Research at NeurIPS
2019 en Diciembre de 2019. La idea principal de este trabajo fue la de mostrar
el impacto de utilizar el léxico mental para detectar automáticamente rasgos de
personalidad. El trabajo es parte de la tesis de doctorado de Gabriela Ramírez-de-
la-Rosa. En la colaboración participó también el Dr. Héctor Jiménez-Salazar.

3. Predicting consumers engagement on Facebook based on what and how com-
panies write.6 Este trabajo fue evaluado, y aceptado para publicación en la
ocnferencia LKE 2019. 7 Como resultado de la calidad del trabajo, se nos invitó a
enviar una versión para su publicación en la revista "Journal of Intelligent Fuzzy
Systems" (Indexed in Journal Citation Reports-JCR, THOMSON REUTERS, Impact
Factor 2017: 1.261). Este trabajo es el resultado final del Proyecto Terminal de Érika
Rosas-Quezada, alumna de la LTSI de la UAM-Cuajimalpa. Trabajo realizado en
colaboración con Érika Rosas-Quezada y la Maestra Gabriela Ramírez-de-la-Rosa.
Abstract: Engaged customers are a very import part of current social media mar-
keting. Public figures and brands have to be very careful about what they post
online. That is why the need for accurate strategies for anticipating the impact
of a post written for an online audience is critical to any public brand. There-
fore, in this paper, we propose a method to predict the impact of a given post by
accounting for the content, style, and behavioral attributes as well as metadata
information. For validating our method we collected Facebook posts from 10
public pages, we performed experiments with almost 14000 posts and found that
the content and the behavioral attributes from posts provide relevant information
to our prediction model.

4. Author Profiling in Social Media with Multimodal Information.8 Este trabajo
resume la tesis de doctorado de mi (ex) alumno Miguel Á. Álvarez-Carmona, gradu-
ado del INAOE, Puebla. El artículo fue aceptado para su publicación en la revista
Computación y Sistemas (CyS)9.
Abstract: In this paper, we propose a multi-modal approach for extracting infor-
mation from written messages and images shared by users. Previous work has
shown the existence of useful information within these modalities for the task
of Author Profiling; however, our proposal goes further demonstrating the com-
plementary of these modalities when merging these two sources of information.
To do this, we propose to map images in a text, and with that, to have the same
framework of representation through which to achieve the fusion of information.
Our work explores different methods for extracting information either from the
text or from the images. To represent the textual information, different distribu-
tional term representations approach were explored in order to identify the topics

6https://content.iospress.com/articles/journal-of-intelligent-and-fuzzy-systems/
ifs179897

7https://lkesymposium.tudublin.ie/index.html
8https://www.cys.cic.ipn.mx/ojs/index.php/CyS/article/view/3488
9CyS is a peer reviewed open access scientific journal of Computer Science and Engineering (https:

//www.cys.cic.ipn.mx/ojs/index.php/CyS/index)
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addressed by the user. For this purpose, an evaluation framework was proposed
in order to identify the most appropriate method for this task. The results show
that the textual descriptions of the images contain information for the author
profiling task, and the fusion of textual information with information extracted
from the images increases the accuracy of this task.

En total, durante mi estancia sabática, se tuvieron tres artículos de revista, tres artícu-
los en conferencias, y dos resúmenes extendidos aceptados para presentación. Al mismo
tiempo continué en la asesoría de dos proyectos terminales, los cuales se concluyeron
en Noviembre del 2019. Todos estos productos son anexados a este documento como
elementos probatorios de dichos productos.

3 Probatorios

En el archivo que acompaña este documento, se proporcionan los elementos probatorios
de los siguientes productos:

1. Artículo revista: Inferring Highly-dense Representations for Clustering Broadcast
Media Content

2. Artículo revista: Predicting consumers engagement on Facebook based on what
and how companies write

3. Artículo revista: Author Profiling in Social Media with Multimodal Information

4. Artículo conferencia: Idiap Submission to Swiss-German Language Detection
Shared Task

5. Artículo conferencia: Idiap & UAM participation at GermEval 2020: Classification
and Regression of Cognitive and Motivational Style from Text.

6. Artículo conferencia: Idiap and UAM Participation at MEX-A3T Evaluation Cam-
paign

7. Resumen extendido: Finding Evidence Of The Sexual Predators Behavior

8. Resumen extendido: Mental lexicon for personality identification in texts

9. Asesoría de Proyecto Terminal: Prediciendo el impacto de una publicación en
Facebook

10. Asesoría de Proyecto Terminal: Sistema web de apoyo para la identificación
automática de evidencia textual en casos de pedofilia
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 UIF CVJME UFYUT SFQSFTFOUBUJPO TFSWFT BT UIF JOQVU UP B DMVTUFSJOH QSPDFTT
 JO
UIJT DBTF
 UIF K�NFBOT BMHPSJUIN�

.PSF GPSNBMMZ
 MFU D {d1, d2, . . . , dn} EFOPUF UIF TFU PG TIPSU USBOTDSJQU UFYUT
 BOE
MFU V {w1, w2, . . . , wm} SFQSFTFOU UIF WPDBCVMBSZ PG UIF EPDVNFOU DPMMFDUJPO D� "T
aSTU TUFQ
 XF BJN BU JOGFSSJOH UIF VOEFSMZJOH TFU PG DPODFQUT C {c1, c2, . . . , cp} DPO�
UBJOFE JO D
 XIFSF FWFSZ cl ∈ C JT B TFU GPSNFE CZ TFNBOUJDBMMZ SFMBUFE XPSET� /PUJDF
UIBU JO PSEFS UP PCUBJO UIF DPODFQUT C XF DBO BQQMZ BOZ 4" UFDIOJRVF GPS MFBSOJOH
UIF WFDUPS SFQSFTFOUBUJPO vi PG FBDI XPSE wi ∈ V 
 GPS FYBNQMF -%"
 -4"
 PS XPSE

��
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FNCFEEJOHT� /FYU
 GPS PCUBJOJOH UIF EPDVNFOU dj SFQSFTFOUBUJPO
 XF BDDPVOU GPS UIF
PDDVSSFODF PG FBDI cl XJUIJO di
 JO PUIFS XPSET
 UIF EPDVNFOU WFDUPS dj JT B WFDUPS
UIBU DPOUBJOT DPODFQUT EJTUSJCVUJPO� 'JOBMMZ
 UIF HFOFSBUFE EPDVNFOU�DPODFQUT NBUSJY
MD×C TFSWFT BT UIF JOQVU UP B DMVTUFSJOH QSPDFTT BJNJOH BU aOEJOH UIF NPSF TVJUBCMF
EPDVNFOUT HSPVQT BDDPSEJOH UP UIF DPODFQU�CBTFE SFQSFTFOUBUJPO� )FODFGPSUI
 XF
XJMM SFGFS UP UIF EPDVNFOU�DPODFQUT NBUSJY BT UIF #BH�PG�$PODFQUT 	#P$
 SFQSFTFOUB�
UJPO�

5IF QSPQPTFENFUIPE IBT UXPNBJO QBSBNFUFST
 UIF SFTPMVUJPO QBSBNFUFS 	p
 BOE
UIF HSPVQ QBSBNFUFS 	k
� 5IF GPSNFS
 p
 SFQSFTFOUT UIF OVNCFS PG DPODFQUT UIBU XJMM
CF HFOFSBUFE GSPN UIF 4" TUFQ� 5IF MPXFS UIF OVNCFS PG DPODFQUT
 UIF NPSF BCTUSBDU
UIF SFTPMVUJPO� 5IF TFDPOE QBSBNFUFS
 k
 JOEJDBUFT UIF OVNCFS PG DBUFHPSJFT UP CF
HFOFSBUFE GSPN UIF DMVTUFSJOH QSPDFTT� (JWFO UIF OBUVSF PG UIF EBUBTFU
 J�F�
 WFSZ TIPSU
UFYUT GSPN B OBSSPX EPNBJO
 XF IZQPUIFTJ[F UIBU UIF DMVTUFSJOH BMHPSJUIN XJMM CF
BCMF UP aOE HSPVQT PG EPDVNFOUT UIBU TIBSF UIF TBNF BNPVOU PG JOGPSNBUJPO BCPVU
UIF TBNF TVC�TFU PG DPODFQUT
 SFTVMUJOH JO B NPSF DPIFSFOU DBUFHPSJ[BUJPO PG UIF EPD�
VNFOUT� 5IVT
 VTJOH MPX�SFTPMVUJPO DPODFQUT XJMM HFOFSBUF HSPVQT PG EPDVNFOUT SF�
GFSSJOH UP UIF TBNF HFOFSBM UPQJDT
 XIJMF VTJOH IJHIFS SFTPMVUJPO WBMVFT XJMM SFTVMU JO
B NPSF aOF�HSBJOFE UPQJD DBUFHPSJ[BUJPO PG UIF EPDVNFOUT�

�� %BUBTFU %FTDSJQUJPO
5IF EBUBTFU VTFE JO PVS QBQFS JT GSPN O�UW�
 B (FSNBO GSFF�UP�BJS UFMFWJTJPO OFXT

DIBOOFM� 5IFSF BSF NBJOMZ UXP EJêFSFOU TFUT PG aMFT JO UIF QSPQSJFUBSZ EBUB� 0OF QBSU
PG UIF EBUBTFU JT SFQSFTFOUFE CZ UIF TQFFDI TFHNFOUT 	BVEJP EBUB
 XJUI BO BWFSBHF
EVSBUJPO PG ��� NJOVUFT XIFSF FBDI SFDPSEJOH IBT NVMUJQMF TQFBLFST SFDPSEFE JO B
SFMBUJWFMZ OPJTZ FOWJSPONFOU� 5IF PUIFS QBSU PG UIF EBUBTFU JT UIF UFYUVBM USBOTDSJQUT
	(FSNBO
 BTTPDJBUFEXJUI UIF TQFFDI TFHNFOUT� &BDI PG UIF USBOTDSJQU aMFT SFQSFTFOUT
BO BSUJDMF 	TIPSU UFYU EPDVNFOUT

 XIJDI VTVBMMZ BSF TQSFBE BDSPTT EJêFSFOU UPQJDT� 4FF
GPS FYBNQMF B TNBMM GSBHNFOU PG BO BSUJDMF TIPXO JO 5BCMF �� 5IJT FYBNQMF
 XIFO HJWFO
UP FYQFSUT
 JT DBUFHPSJ[FE BT qQPMJUJDTr BOE BT BO qFDPOPNZr BSUJDMF
 XIJDI JT TPNFIPX
DPSSFDU HJWFO UIBU CPUI UPQJDT BSF QSFTFOU JO UIF BSUJDMF� 5IJT PDDVST SFQFBUFEMZ BDSPTT
BSUJDMFT EVF UP UIF JOUFSWJFXFE QFPQMF PGUFONJY UPQJDT XIFO TQPOUBOFPVTMZ TQFBLJOH

NBLJOH UIF DBUFHPSJ[BUJPO UBTL FWFO NPSF DIBMMFOHJOH�

'PS PVS FYQFSJNFOUT
 UIF FNQMPZFE EBUBTFU DPNQSJTFT B UPUBM PG ��� BSUJDMFT� 5BCMF �
TIPXT TPNF TUBUJTUJDT GSPN UIF FNQMPZFE EBUBTFU� CFGPSF BQQMZJOH BOZ QSF�QSPDFTTJOH
PQFSBUJPO BOE BGUFS QSF�QSPDFTTJOH� "T QSF�QSPDFTTJOH PQFSBUJPOT
 XF SFNPWFE TUPQ�
XPSET
 OVNCFST
 TQFDJBM TZNCPMT
 BMM UIF XPSET BSF DPOWFSUFE UP MPXFS�DBTF� �8F
DPNQVUF UIF BWFSBHF OVNCFS PG UPLFOT
 WPDBCVMBSZ
 BOE MFYJDBM SJDIOFTT 	-3
 JO UIF
EBUBTFU� " DPVQMF PG NBJO PCTFSWBUJPOT DBO CF EPOF BU UIJT QPJOU� 0O UIF POF IBOE


�KWWSV���ZZZ�Q�WY�GH�
�8F EJE OPU NBLF BOZ TQFDJBM QSPDFTTJOH GPS (FSNBO DPNQPVOET XPSET�

��
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0SJHJOBM (FSNBO GSBHNFOU
"SCFJUTNJOJTUFS )VCFSUVT )FJM LÁNQGU GØS CFGSJTUFUF 5FJM[FJU� "MTP EBGØS EBTT NBO OJDIU OVS WPO 7PMM�[VS
5FJM[FJU TPOEFSO FCFO BVDI XJFEFS [VSØDL XFDITFMO LBOO ���EFS "SCFJUHFCFS EBSG EFO "OUSBH BVG 5FJM[FJU BVDI
OJDIU FJOGBDI TP BVTTDIMBHFO BV¼FS FT HJCU CFUSJFCMJDIF (SØOEF��� CFJ 6OUFSOFINFONJU NFIS BMT ���.JUBSCFJU�
FSO IBCF BMMF FJO 3FDIU BVG CFGSJTUFUF 5FJM[FJU���[VEFN LBOO EFS "SCFJUHFCFS EFO "OUSBH BVG CFGSJTUFUF "SCFJUT[FJU
BCMFIOFO XFOO EJFTF FJO +BIS VOUFS� PEFS GØOG +BISF ØCFSTDISFJUFU�
$MPTFTU &OHMJTI USBOTMBUJPO
.JOJTUFS PG -BCPS)VCFSUVT )FJM JT aHIUJOH GPS QBSU�UJNF XPSL� 4P UIBU ZPV DBO OPU POMZ TXJUDI GSPN GVMM�UJNF
UP QBSU�UJNF CVU BMTP CBDL BHBJO ��� UIF FNQMPZFS NBZ OPU TJNQMZ SFGVTF UIF BQQMJDBUJPO GPS QBSU�UJNF VOMFTT
UIFSF BSF PQFSBUJPOBM SFBTPOT ��� JO DPNQBOJFTXJUINPSF UIBO ��� FNQMPZFFT
 FWFSZPOF IBT B SJHIU UP UFNQPSBSZ
QBSU�UJNF XPSL ��� UIF FNQMPZFS DBO BMTP SFKFDU UIF BQQMJDBUJPO GPS MJNJUFE XPSLJOH UJNF JG JU FYDFFET POF ZFBS MFTT
UIBO PS aWF ZFBST�

5BCMF �� &YUSBDUFE GSBHNFOU GSPN UIF O�UW EBUBTFU� -FUUFST JO CPME SFQSFTFOU LFZXPSET
BTTPDJBUFE XJUI QPMJUJD BOE FDPOPNJD UPQJDT�

XF OPUJDF UIBU JOEJWJEVBM UFYUT BSF WFSZ TIPSU
 PO BWFSBHF ����� UPLFOT XJUI BO BWFSBHF
WPDBCVMBSZ PG �����XPSET
 SFTVMUJOH JO B WFSZ IJHI -3 	�����
� 5IJT TVHHFTUT UIBU WFSZ
GFX XPSET BSF SFQFBUFE XJUIJO POF BSUJDMF
 WFSZ GFX SFEVOEBODJFT
 XIJDI SFQSFTFOUT
B DIBMMFOHF GPS GSFRVFODZ�CBTFE NFUIPET� 0O UIF PUIFS IBOE
 HMPCBMMZ TQFBLJOH
 UIF
DPNQMFUF EBUBTFU IBT BO -3������
 XIJDI JOEJDBUFT
 UP TPNF FYUFOU
 UIBU UIF JOGPSNB�
UJPO BDSPTT UFYUT JT IJHIMZ PWFSMBQQFE 	OBSSPX EPNBJOT
�

���� #FODINBSL EBUBTFUT

5PWBMJEBUF PVS QSPQPTBM
 XF BMTP FWBMVBUF PVSNFUIPE JO UIF GPMMPXJOH UISFF CFODI�
NBSL EBUBTFUT�

u "(rT OFXT DPSQVT� 8F VTFE UIF BT FNQMPZFE JO 	;IBOH FU BM�
 ����
� *U DPOUBJOT
DBUFHPSJ[FE OFXT BSUJDMFT 	� DMBTTFT
 GSPNNPSF UIBO ���� OFXT TPVSDFT� *O UPUBM

UIJT EBUBTFU DPOUBJOT ������ EPDVNFOUT JO UIF USBJO QBSUJUJPO BOE ���� JO UIF UFTU
QBSUJUJPO�

u 3FVUFST� 5IFTF EPDVNFOUT BQQFBSFE PO UIF 3FVUFST OFXTXJSF JO ���� BOE XFSF
NBOVBMMZ DMBTTJaFE CZ QFSTPOOFM GSPN3FVUFST -UE� 1BSUJDVMBSMZ
 XF VTFE GPS PVS
FYQFSJNFOUT UIF 3� QBSUJUJPO BT QSPWJEFE JO 	$BSEPTP�$BDIPQP
 ����

 J�F�
 ����
EPDVNFOUT GPS USBJOJOH
 BOE ���� GPS UFTUJOH EJWJEFE JOUP FJHIU DBUFHPSJFT�

u ��,(/"%� 5IJT EBUBTFU
 CBTFE PO UIF0OF.JMMJPO 1PTUT $PSQVT 	4DIBCVT FU BM�

����

 JT DPNQPTFE PG ����� (FSNBO OFXT BSUJDMFT DPMMFDUFE GSPN BO "VTUSBMJBO
POMJOF OFXTQBQFS� /FXT JT DBUFHPSJ[FE JOUP � EJêFSFOU UPQJDT� 5IF USBJO QBSUJ�
UJPO DPOUBJOT ���� EPDVNFOUT
 XIJMF UIF UFTU QBSUJUJPO DPOUBJOT ���� EPDVNFOUT�

��
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8�0 1SF�QSPDFTTJOH
"WFSBHF 	σ
 5PUBM

5PLFOT ������ 	± ������
 ���
���
7PDBCVMBSZ ������ 	± �����
 �����
-3 ����� 	± �����
 �����

8� 1SF�QSPDFTTJOH
"WFSBHF 	σ
 5PUBM

5PLFOT ����� 	± �����
 ��
���
7PDBCVMBSZ ����� 	± �����
 ��
���
-3 ����� 	± �����
 �����

5BCMF �� 4UBUJTUJDT PG UIF O�UW EBUBTFU�

�� &YQFSJNFOUBM GSBNFXPSL

5IJT TFDUJPO EFTDSJCFT UIF FYQFSJNFOUBM TFUVQ� 'JSTU
 XF EFTDSJCF UIF FNQMPZFE
NFUIPET GPS MFBSOJOH XPSE SFQSFTFOUBUJPOT� 5IFO
 XF CSJFbZ FYQMBJO UIF FWBMVBUJPO
NFUSJDT� BOE aOBMMZ
 XF EFTDSJCF UIF BQQSPBDIFT VTFE GPS DPNQBSJTPO QVSQPTFT 	CBTF�
MJOFT
� 'PS BMM UIF QFSGPSNFE FYQFSJNFOUT XF SBO UIF k�NFBOT BMHPSJUIN� GPS B SBOHF
PG k 2 . . . 15�

���� 0CUBJOJOH XPSE WFDUPST

0OF DSVDJBM TUFQ PG PVS BQQSPBDI JT MFBSOJOH XPSE SFQSFTFOUBUJPOT
 J�F�
 UIF TFNBO�
UJD BOBMZTJT QSPDFTT TIPXO JO 'JHVSF �� 'PS UIJT
 BO JNQPSUBOU QBSBNFUFS JT UIF SFTP�
MVUJPO WBMVF 	p

 XIJDI JOEJDBUFT UIF OVNCFS PG DPODFQUT UIBU XJMM CF FNQMPZFE GPS
CVJMEJOH UIF EPDVNFOU�DPODFQUT NBUSJY 	#P$
� "DDPSEJOHMZ
 XF FWBMVBUF GPVS EJêFS�
FOU NFUIPET GPS JOGFSSJOH UIF TFU C 	|C| p
�

u 'BTU5FYU� $PODFQUT BSF JOGFSSFE GSPN BQQMZJOH B DMVTUFSJOH QSPDFTT PWFS V 
 VT�
JOH BT XPSE SFQSFTFOUBUJPO QSF�USBJOFE XPSE FNCFEEJOHT� 8F VTFE XPSE FN�
CFEEJOHT USBJOFE XJUI 'BTU5FYU� 	#PKBOPXTLJ FU BM�
 ����
 PO � NJMMJPO (FSNBO
8JLJQFEJB BSUJDMFT� 5IJT DPOaHVSBUJPO JT SFGFSSFE BT� #P$	'TU5YU
�

u #&35� 4JNJMBS UP UIF QSFWJPVT DPOaHVSBUJPO CVU
 IFSFXFVTF #&35 	%FWMJO FU BM�

����

 B WFSZ SFDFOU BQQSPBDI GPS HFUUJOH DPOUFYUVBMJ[FE UFYUVBM SFQSFTFOUBUJPOT�
5IVT
 XF GFFE FWFSZ XPSE JO V UP #&35 BOE QSFTFSWF UIF FODPEF QSPEVDFE CZ

�"T JNQMFNFOUFE JO UIF TDJLJU�MFBSO MJCSBSZ� KWWSV���VFLNLW�OHDUQ�RUJ�VWDEOH�PRGXOHV�
FOXVWHULQJ�KWPO

�KWWSV���ZZZ�VSLQQLQJE\WHV�FRP�UHVRXUFHV�ZRUGHPEHGGLQJV�

��
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UIF MBTU IJEEFO MBZFS 	��� VOJUT
 BT UIF XPSE WFDUPS� 1FSGPSNFE FYQFSJNFOUT
XFSF EPOF VTJOH UIF QSF�USBJOFE EHUW�EDVH�JHUPDQ�FDVHG NPEFM�� 8F SFGFS UP
UIJT DPOaHVSBUJPO BT #P$	#&35
�

u -%"� -BUFOU %JSJDIMFU "MMPDBUJPO 	#MFJ FU BM�
 ����
 BTTVNFT UIBU EPDVNFOUT BSF
QSPCBCJMJUZ EJTUSJCVUJPOT PWFS MBUFOU DPODFQUT
 BOE DPODFQUT BSF QSPCBCJMJUZ EJT�
USJCVUJPOT PWFS XPSET� 5IVT
 -%" CBDLUSBDLT GSPN UIF EPDVNFOU MFWFM UP JEFO�
UJGZ DPODFQUT UIBU BSF MJLFMZ UP IBWF HFOFSBUFE UIF EBUBTFU� 8F VTFE UIF .BMMFUrT
-%" JNQMFNFOUBUJPO GSPN (FOTJN�� "GUFS PCUBJOJOH UIF DPODFQUT
 XF DPNQVUF
UIF EPDVNFOU�DPODFQUT EJTUSJCVUJPO PWFS FBDI dj GPS HFOFSBUJOH UIF dj SFQSFTFO�
UBUJPO� 8F SFGFS UP UIJT FYQFSJNFOU BT #P$	-%"
�

u -4"� -BUFOU 4FNBOUJD "OBMZTJT 	%FFSXFTUFS FU BM�
 ����
 JT B QVSFMZ TUBUJTUJ�
DBM UFDIOJRVF UIBU BQQMJFT TJOHVMBS WBMVF EFDPNQPTJUJPO 	47%
 UP UIF UFSN�
EPDVNFOU NBUSJY UP JEFOUJGZ UIF qMBUFOU TFNBOUJD DPODFQUTr� 8F FNQMPZFE UIF
47% 	TJOHVMBS WBMVF EFDPNQPTJUJPO
 BMHPSJUIN BT JNQMFNFOUFE JO TLMFBSO��
5IFO
 EPDVNFOU�DPODFQUT SFQSFTFOUBUJPO dj JT PCUBJOFE TJNJMBSMZ UP UIF -%"
BQQSPBDI� 8F SFGFS UP UIJT BQQSPBDI BT #P$	-4"
�

���� $PNQBSJTPOT
8F DPNQBSF UIF QSPQPTFE NFUIPEPMPHZ BHBJOTU GPVS EJêFSFOU BQQSPBDIFT�
u #P8	UG�JEG
� 4IPSU UFYUT BSF SFQSFTFOUFEVTJOH B USBEJUJPOBM #BH�PG�8PSET 	#P8


DPOTJEFSJOH B UG�JEG XFJHIJOH TDIFNF� 5IF UPQ ��
��� NPTU GSFRVFOU UFSNT BSF
FNQMPZFE GPS HFOFSBUJOH UIF #P8 SFQSFTFOUBUJPO� 5IVT
 PODF XF IBWF UIF EPD�
VNFOUrT SFQSFTFOUBUJPO
 XF BQQMJFE UIF USBEJUJPOBM L�NFBOT BMHPSJUIN�
"WH�&NC� &WFSZ TIPSU UFYU JT SFQSFTFOUFE VTJOH UIF BWFSBHF PG UIF XPSE FN�
CFEEJOHT XIJDI BSF SFTQFDUJWFMZ XFJHIUFE XJUI UIFJS UG�JEG TDPSF� 5IJT TUSBUFHZ
IBT CFFO DPOTJEFSFE JO QSFWJPVT SFTFBSDI BT B DPNNPO CBTFMJOF 	)VBOH FU BM�

����� -BJ FU BM�
 ����� 9V FU BM�
 ����
� 8F VTFE UIF 'BTU5FYU FNCFEEJOHT GPS UIJT
FYQFSJNFOU� 4JNJMBSMZ UP UIF #P8CBTFMJOF
 PODF UIF SFQSFTFOUBUJPO JT HFOFSBUFE

XF BQQMJFE UIF L�NFBOT BMHPSJUIN UP QFSGPSN UIF DMVTUFSJOH QSPDFTT�
#&35� 'PS UIJT
 FWFSZ UFYU JT GFFE UISPVHI #&35� "T UIFdj SFQSFTFOUBUJPOXF VTF
UIF WBMVFT PG UIF MBTU IJEEFO MBZFS 	��� VOJUT
� 8F MJNJU UIF JOQVU MFOHUI UP ���
UPLFOT� "GUFS HFOFSBUJOH UIF #&35 FODPEJOH PG FWFSZ EPDVNFOU
 XF BQQMJFE UIF
L�NFBOT BMHPSJUIN�
$//T� $POUSBSZ UP UIF QSFWJPVT CBTFMJOFT
 UIJT JT B TQFDJaD DPOWPMVUJPOBM OFVSBM
OFUXPSL EFTJHOFE GPS DMVTUFSJOH TIPSU UFYUT�� 5IF NBJO JEFB PG UIJT NFUIPE JT UP

�KWWSV���KXJJLQJIDFH�FR�WUDQVIRUPHUV�SUHWUDLQHGBPRGHOV�KWPO
�KWWSV���UDGLPUHKXUHN�FRP�JHQVLP�PRGHOV�ZUDSSHUV�OGDPDOOHW�KWPO
�KWWSV���VFLNLW�OHDUQ�RUJ�VWDEOH�PRGXOHV�JHQHUDWHG�VNOHDUQ�GHFRPSRVLWLRQ�7UXQFDWHG69'�

KWPO

�"T JNQMFNFOUFE JO KWWSV���JLWKXE�FRP�]TK=<�VKRUW WH[W FQQ FOXVWHU

��
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MFBSO EFFQ GFBUVSFT SFQSFTFOUBUJPOT XJUIPVU VTJOH BOZ FYUFSOBM LOPXMFEHF 	9V
FU BM�
 ����
�

���� &WBMVBUJPO NFUSJDT

'PS WBMJEBUJOH UIF DMVTUFSJOH QFSGPSNBODF XF FNQMPZFE UISFF JOUFSOBM NFUIPET
	3FOEÐO FU BM�
 ����

 OBNFMZ 4JMIPVFUUF 	T
 TDPSF 	3PVTTFFVX
 ����

 $BMJOTLJ�)BSB�
CBT[ 	$)
 	$BMJÎTLJ BOE )BSBCBT[
 ����

 BOE %BWJFT�#PVMEJO 	%#
 	%BWJFT BOE
#PVMEJO
 ����
 JOEFY� (FOFSBMMZ TQFBLJOH
 UIFTF NFUSJDT QSPQPTF EJêFSFOU TUSBUFHJFT
GPS DPNCJOJOH UIF DPODFQUT PG DPIFTJPO BOE TFQBSBUJPO GPS FBDI QPJOU JO UIF GPSNFE
DMVTUFST� 5IF DPIFTJPO WBMVF NFBTVSFT IPX DMPTFMZ UIF QPJOUT JO B DMVTUFS BSF SFMBUFE
BNPOH UIFN
 BOE UIF TFQBSBUJPO WBMVF JOEJDBUFT IPX XFMM B DMVTUFS JT EJTUJOHVJTIFE
GSPN PUIFS DMVTUFST�

4JMIPVFUUF 	s
 TDPSF 	3PVTTFFVX
 ����
� UIJT NFUSJD DPNCJOFT UIF DPODFQUT PG DP�
IFTJPO BOE TFQBSBUJPO GPS FBDI QPJOU JO UIF GPSNFE DMVTUFST� 5IF DPIFTJPO WBMVF NFB�
TVSFT IPX DMPTFMZ UIF QPJOUT JO B DMVTUFS BSF SFMBUFE BNPOH UIFN
 BOE UIF TFQBSBUJPO
WBMVF JOEJDBUFT IPX XFMM B DMVTUFS JT EJTUJOHVJTIFE GSPN PUIFS DMVTUFST� 5IVT
 UIF s
TDPSF GPS B QPJOU i JT DPNQVUFE BT TIPXO JO FYQSFTTJPO ��

s(i)
b(i)− a(i)

NBY{a(i), b(i)} 	�


XIFSF a(i) JT UIF DPIFTJPO TDPSF CFUXFFO QPJOU i BOE UIF SFTU PG UIF QPJOUT CFMPOHJOH
UP UIF TBNF DMVTUFS� BOE b(i) JT UIF TFQBSBUJPO TDPSF
 XIJDI SFQSFTFOUT UIF NJOJNVN
BWFSBHF EJTUBODF CFUXFFO QPJOU i BOE BMM UIF PUIFS QPJOUT JO BOZ PUIFS DMVTUFS
 PG XIJDI
i JT OPU B NFNCFS� "U UIF FOE
 UIF TJMIPVFUUF TDPSF PG UIF DMVTUFSJOH QSPDFTT JT HJWFO CZ
UIF NFBO s(i) PWFS BMM QPJOUT� 'PS UIJT QBSUJDVMBS NFUSJD QPTTJCMF WBMVFT SBOHF CFUXFFO
�� BOE �
 XIFSF B QPTJUJWF SFTVMU JOEJDBUFT B CFUUFS RVBMJUZ JO UIF DMVTUFSJOH�

$BMJOTLJ�)BSBCBT[ 	$)
 JOEFY 	$BMJÎTLJ BOE )BSBCBT[
 ����
� HJWFO B EBUBTFU D
PG TJ[F n
 EJWJEFE JOUP k DMVTUFST
 UIF CH JOEFY JT EFaOFE BT UIF SBUJP PG UIF CFUXFFO�
DMVTUFST EJTQFSTJPO NFBO BOE UIF XJUIJO�DMVTUFS EJTQFSTJPO� 5IF $) JOEFY JT DPN�
QVUFE BT TIPXO JO FYQSFTTJPO ��

$) SSB
SSW

× n− 1

n− k
	�


XIFSF SSW JT UIF PWFSBMM XJUIJO�DMVTUFS WBSJBODF
 BOE SSB JT UIF PWFSBMM CFUXFFO�
DMVTUFS WBSJBODF� 5IF SSW UFSN SFQSFTFOUT UIF TVN PG UIF XJUIJO UIF TVN PG TRVBSFT
EJTUBODFT PG FBDI QPJOU JO UIF DMVTUFS GSPN UIBU DMVTUFSrT DFOUSPJE
 BOE JU XJMM EFDSFBTF
BT UIF OVNCFS PG DMVTUFST HPFT VQ� 0O UIF PUIFS IBOE
 UIF SSB NFBTVSFT UIF WBSJBODF
PG BMM UIF DMVTUFS DFOUSPJET GSPN UIF EBUBTFUrT DFOUSPJE� )FODF
 B CJH SSB WBMVF NFBOT

��
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UIBU BMM DFOUSPJET GSPN BMM DMVTUFST BSF TQSFBE PVU
 BOE DPOTFRVFOUMZ OPU UPP DMPTF UP
FBDI PUIFS� 5IFSFGPSF
 UIF CJHHFTU UIF $) JOEFY
 UIF CFUUFS UIF DMVTUFSJOH PVUQVU�

%BWJFT�#PVMEJO 	%#
 JOEFY 	%BWJFT BOE #PVMEJO
 ����
� UIJT JOEFY BJNT UP JEFO�
UJGZ TFUT PG DMVTUFST UIBU BSF DPNQBDU BOE XFMM TFQBSBUFE� 5IF %# JOEFY JT EFaOFE JO
FYQSFTTJPO ��

%# 1

k

k∑

i,j=1

NBY
i"=j

(
d(i, ci) + d(j, cj)

d(ci, cj)

)
	�


XIFSF k EFOPUFT UIF OVNCFS PG GPSNFE DMVTUFST
 i BOE j BSF DMVTUFS MBCFMT
 UIFO d(i, ci)
JT UIF BWFSBHF EJTUBODF CFUXFFO FBDI QPJOU PG DMVTUFS i BOE UIF DFOUSPJE PG UIBU DMVTUFS
ci
 UIJT JT BMTP LOPX BT DMVTUFS EJBNFUFS� -JLFXJTF
 d(ci, cj) JT UIF EJTUBODF CFUXFFO
DFOUSPJET PG DMVTUFS i BOE j SFTQFDUJWFMZ� 5IVT
 UIF TNBMMFS UIF WBMVF PG UIF %# JOEFY

UIF CFUUFS UIF DMVTUFSJOH TPMVUJPO�

'JOBMMZ
 JU JT XPSUI NFOUJPOJOH UIBU GPS UIF FYQFSJNFOUT QFSGPSNFE JO UIF "(rT
OFXT
 3FVUFST
 BOE ��,(/"% EBUBTFUT
 XF FWBMVBUF BMM UIF QPTTJCMF DPOaHVSBUJPOT
BOE CBTFMJOFT PO UIF UFTU QBSUJUJPO� (JWFO UIBU UIFTF EBUBTFUT BSF MBCFMFE
 XF SFQPSU
UIF PCUBJOFE SFTVMUT JO UFSNT PG BDDVSBDZ 	"$$
�

�� 3FTVMUT
'JSTU
 XF EFUFSNJOF UIF JNQBDU PG UIF SFTPMVUJPO QBSBNFUFS 	p
 JO UIF DMVTUFSJOH

UBTL� 5IFO
 XF DPNQBSF UIF QSPQPTFE NFUIPE VTJOH UIF CFTU WBMVF PG p BHBJOTU NFUI�
PET EFTDSJCFE JO TFDUJPO ����

���� *NQBDU PG UIF SFTPMVUJPO

*O 'JHVSF � BOE 'JHVSF � XF WJTVBMMZ TIPX UIF QFSGPSNBODF PG UIF DPOTJEFSFE
DPODFQUT�JOGFSSJOH BQQSPBDIFT JO UIF DMVTUFSJOH UBTL
 J�F�
 #P$	'TU5YU

 #P$	#&35


#PD	-%"

 BOE #P$	-4"
� &BDI NBQ EFQJDUT UIF QFSGPSNBODF PG UIF EJêFSFOU NFUI�
PET VOEFS TFWFSBM SFTPMVUJPO WBMVFT p 5, 10, 20, 50, 100, 500, 1000 	Z�BYJT

 BOE TFW�
FSBM SFRVJSFE DMVTUFST k 2, . . . , 15 	Y�BYJT
� *O BMM DBTFT
 UIF EBSLFS UIF SFE DPMPS JO
UIF IFBU�NBQ UIF CFUUFS UIF QFSGPSNBODF
 DPOWFSTFMZ
 UIF EBSLFS UIF CMVF DPMPS UIF
XPSTU UIF QFSGPSNBODF
 BOE JG UIF DFMMT UFOE UP CF XIJUF
 JU NFBOT BO BWFSBHF QFSGPS�
NBODF� &BDI SPX JO 'JHVSF � BOE 'JHVSF � SFQSFTFOUT UIF PCUBJOFE QFSGPSNBODF VOEFS
B EJêFSFOU FWBMVBUJPO NFUSJD
 s TDPSF
 $) BOE %# JOEFY SFTQFDUJWFMZ� "T NFOUJPOFE

UIF MPXFS UIF WBMVF PG UIF %# JOEFY
 UIF CFUUFS UIF PVUQVU PG UIF DMVTUFSJOH QSPDFTT�
5IVT
 UP QSPWJEF UIF HFOFSBUFE NBQT VOEFS UIF UIJSE SPX UIF TBNF JOUFSQSFUBUJPO

XF TVCUSBDU UIF NBYJNVN PCUBJOFE WBMVF VOEFS UIF %# NFUSJD UP FBDI PG UIF PSJHJOBM
SFTVMUT�

'SPN UIFTF FYQFSJNFOUTXF PCTFSWF UIF GPMMPXJOH� 	�
6TJOH MPX�SFTPMVUJPO WBMVFT
	p 5, 10
 BMMPXT VT UP PCUBJO CFUUFS QFSGPSNBODF
 TIPXJOH B DPOTJTUFOU CFIBWJPS

��
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'JHVSF �� )FBUNBQT TIPXJOH UIF JNQBDU PG UIF SFTPMVUJPO QBSBNFUFS 	p
 JO UIF DMVT�
UFSJOH UBTL� 'JSTU SPX EFQJDUT SFTVMUT JO UFSNT PG UIF s TDPSF
 TFDPOE SPX TIPXT UIF
$) JOEFY
 BOE UIJSE SPX SFQSFTFOUT UIF %# JOEFY� (SBQIT JO UIF TBNF DPMVNO XFSF
HFOFSBUFE VTJOH UIF TBNF BQQSPBDI GPS JOGFSSJOH XPSE SFQSFTFOUBUJPOT
 TQFDJaDBMMZ

IFSF XF BSF DPNQBSJOH 'BTU5FYU BOE #&35 BQQSPBDIFT�

��
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'JHVSF �� )FBUNBQT TIPXJOH UIF JNQBDU PG UIF SFTPMVUJPO QBSBNFUFS 	p
 JO UIF DMVT�
UFSJOH UBTL� 'JSTU SPX EFQJDUT SFTVMUT JO UFSNT PG UIF s TDPSF
 TFDPOE SPX TIPXT UIF
$) JOEFY
 BOE UIJSE SPX SFQSFTFOUT UIF %# JOEFY� (SBQIT JO UIF TBNF DPMVNO XFSF
HFOFSBUFE VTJOH UIF TBNF BQQSPBDI GPS JOGFSSJOH XPSE SFQSFTFOUBUJPOT
 TQFDJaDBMMZ

IFSF XF BSF DPNQBSJOH -%" BOE -4" BQQSPBDIFT�

��
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BDSPTT UIF UISFF FWBMVBUJPO NFUSJDT
 BMUIPVHI JT NPSF DMFBS GPS UIF T BOE $) JOEFYFT�
	�
 JOGFSSJOH XPSE SFQSFTFOUBUJPOT XJUI -%" BOE -4" 	'JHVSF �
 BMMPXT VT UP PCUBJO
CFUUFS QFSGPSNBODF BDSPTT EJêFSFOU WBMVFT PG k� *O HFOFSBM
 UIFTF FYQFSJNFOUT JOEJDBUF
UIBU MPX�SFTPMVUJPO WBMVFT 	�$
 ��$
 BSF QSFGFSBCMF GPS PCUBJOJOH UIF CFTU DMVTUFSJOH
QFSGPSNBODF JO UIF O�UW EBUBTFU�

"EEJUJPOBMMZ
 XF FWBMVBUFE PVS QSPQPTFE NFUIPE JO UISFF CFODINBSL EBUBTFUT

OBNFMZ� 3FVUFST � 	$BSEPTP�$BDIPQP
 ����

 "(rT /FXT 	;IBOH FU BM�
 ����

 BOE
��,(/"% 	4DIBCVT FU BM�
 ����
� 5BCMF � TIPXT UIF PCUBJOFE SFTVMUT JO UFSNT PG UIF
s TDPSF 	4)

 BOE DMVTUFSJOH BDDVSBDZ 	"$"
 WBMVFT� *U JT JNQPSUBOU UP NFOUJPO UIBU
BMUIPVHI UIFTF UISFF EBUBTFUT BSF MBCFMFE
 XF DBOOPU DPNQVUF UIF USBEJUJPOBM "DDVSBDZ
BT JO B TVQFSWJTFE DMBTTJaDBUJPO UBTL CFDBVTF UIF k�NFBOT XJMM BTTJHO BO BSCJUSBSZ
MBCFM UP FWFSZ DMVTUFS JU GPSNT� )PXFWFS
 XIBU XF DBO EP JT UP DPNQVUF UIF "WFSBHF
$MVTUFSJOH "DDVSBDZ 	"$"
 NFBTVSF
 XIJDI HJWFT UIF BDDVSBDZ PG UIF DMVTUFSJOH OP
NBUUFS XIBU UIF BDUVBM MBCFMJOH PG BOZ DMVTUFS JT
 BT MPOH BT UIF NFNCFST PG POF DMVTUFS
BSF UPHFUIFS� 5SBEJUJPOBMMZ
 GPS PCUBJOJOH UIF "$" WBMVF JU JT OFDFTTBSZ UP aHVSF PVU
XIBU JT UIF CFTU TFUUJOH UIBU XPVME ZJFME NF UIF NBYJNVN DMVTUFSJOH BDDVSBDZ� 'PS
PVS QFSGPSNFE FYQFSJNFOUT
 XF VTFE UIF TLMFBSO MJOFBS@BTTJHONFO GVODUJPO
 XIJDI
VTFT UIF )VOHBSJBO BMHPSJUIN UP TPMWF UIJT QSPCMFN�

"T DBO CF PCTFSWFE JO 5BCMF �
 #PD	-%"
 FYQFSJNFOUT XFSF QFSGPSNFE POMZ GPS �
BOE �� DPODFQUT� 8F EP OPU SFQPSU SFTVMUT XJUI B IJHIFS OVNCFS PG DPODFQUT CFDBVTF
UIF -%" BQQSPBDI XBT OPU BCMF UP PCUBJO NPSF UIBO �� UPQJDT XJUI IJHI QSPCBCJMJUZ
EJTUSJCVUJPOT
 JO PUIFS XPSET
 GPS HSFBUFS WBMVFT UIBO �� UIF FNQMPZFE -%" JNQMF�
NFOUBUJPO HFOFSBUFE FNQUZ UPQJDT GPS BMM UIF UISFF EBUBTFUT�

5IF aSTU GPVS SPXT SFQSFTFOU UIF DPOTJEFSFE CBTFMJOFT� "T DBO CF OPUJDFE
 UIF $//
BQQSPBDI QFSGPSNT XFMM JO UIF "(T /FXT BOE ��,(/"% EBUBTFU
 XIJMF GPS UIF 3�
EBUBTFU
 UIF USBEJUJPOBM #P8 PCUBJOT B DPNQFUJUJWF QFSGPSNBODF� *O HFOFSBM
 XF DBO
DPODMVEF UIBU VTJOH UIF -%" BQQSPBDI GPS JOGFSSJOH UIF VOEFSMZJOH TFNBOUJDT SFQSF�
TFOUT UIF CFTU BQQSPBDI GPS JOGFSSJOH FëDJFOU IJHIMZ�EFOTF DPODFQUT� 5IF #P$	-%"�
�$
 BOE #P$	-%"��$
 DPOaHVSBUJPOT PCUBJO HPPE SFTVMUT JO UFSNT PG 4) BOE "$"
NFUSJDT JO UIF 3� BOE "(T /FXT EBUBTFUT SFTQFDUJWFMZ�

���� 0WFSBMM QFSGPSNBODF

'SPN UIF QSFWJPVT BOBMZTJT
 XF DIPPTF p 5 BT UIF CFTU SFTPMVUJPO WBMVF
 TJODF
JO UXP PVU PG UIF UISFF DPOTJEFSFE NFUSJDT
 XIFO UIF OVNCFS PG DPODFQUT JT FRVBM
� XF PCUBJO CFUUFS QFSGPSNBODFT� 5IFSFGPSF
 UIF OFYU TFU PG FYQFSJNFOUT XBT EPOF
VTJOH UIJT BT UIF OVNCFS PG DPODFQUT� BOEXF DPNQBSF PVS QSPQPTFE BQQSPBDI BHBJOTU
CBTFMJOFT EFTDSJCFE JO TFDUJPO ���� 'JHVSF � TIPXT UIF PCUBJOFE SFTVMUT BDSPTT UIF UISFF
DPOTJEFSFE FWBMVBUJPO NFUSJDT� $POUSBSZ UP UIF QSFWJPVT TFDUJPO
 IFSF XF LFQU UIF

�3FQSFTFOUFE BT UIF q��$r TVëY JO UIF FYQFSJNFOUT�

��
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'JHVSF �� $MVTUFSJOH QFSGPSNBODF BDSPTT TFWFSBM WBMVFT PG k� 	B
 s TDPSF
 	C
 $) JOEFY

BOE 	D
 %# JOEFY

��
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.PEFM 3� "(T /FXT ��,(/"%
4) "$" 4) "$" 4) "$"

#08 ����� ����� ����� ����� ����� �����
"WH�&NC	'TU5YU
 ����� ����� ����� ����� ����� �����
#&35 ����� ����� ����� ����� ����� �����
$// ����� ����� ����� ����� ����� �����
#P$	'TU5YU��$
 ����� ����� ����� ����� ����� �����
#P$	'TU5YU���$
 ����� ����� ����� ����� ����� �����
#P$	'TU5YU���$
 ����� ����� ����� ����� ����� �����
#P$	'TU5YU���$
 ����� ����� ����� ����� ����� �����
#P$	'TU5YU����$
 ����� ����� ����� ����� ����� �����
#P$	'TU5YU����$
 ����� ����� ����� ����� ����� �����
#P$	'TU5YU�����$
 ����� ����� ����� ����� ����� �����
#P$	-4"��$
 ����� ����� ����� ����� ����� �����
#P$	-4"���$
 ����� ����� ����� ����� ����� �����
#P$	-4"���$
 ����� ����� ����� ����� ����� �����
#P$	-4"���$
 ����� ����� ����� ����� ����� �����
#P$	-4"����$
 ����� ����� ����� ����� ����� �����
#P$	-4"����$
 ����� ����� ����� ����� ����� �����
#P$	-4"�����$
 ����� ����� ������ ����� ����� �����
#P$	-%"��$
 ����� ����� ����� ����� ����� �����
#P$	-%"���$
 ����� ����� ����� ����� ����� �����

5BCMF �� "EEJUJPOBM FYQFSJNFOUT PO UISFF CFODINBSL EBUBTFUT� 3FTVMUT BSF SFQPSUFE
JO UFSNT PG 4JMIPVFUUF TDPSF 	4)

 BOE BWFSBHF DMVTUFSJOH BDDVSBDZ 	"$"
�

PSJHJOBM DPOaHVSBUJPO PG UIF %# JOEFY
 J�F�
 UIF MPXFS UIF PCUBJOFE TDPSF
 UIF CFUUFS
UIF QFSGPSNBODF PG UIF DMVTUFSJOH BQQSPBDI�

/PUJDF UIBU USBEJUJPOBM #P8	UG�JEG
 BOE "WH�&NC	'TU5YU
 UFDIOJRVFT PCUBJO UIF
XPSTU QFSGPSNBODF PWFSBMM� 4JNJMBSMZ
 UIF #&35 BQQSPBDI
 XIJDI SFQSFTFOUT FBDI EPD�
VNFOU VTJOH UIF QSPEVDFE FODPEFE CZ UIF MBTU IJEEFO MBZFS PG UIF QSF�USBJOFE NPEFM
PG #&35
 PCUBJOT DPNQBSBCMF SFTVMUT UP UIPTF GSPN UIF "WH�&NC	'TU5YU
 UFDIOJRVF�
"MUIPVHI UIF $//T NFUIPE 	9V FU BM�
 ����
 JNQSPWFT UIF QFSGPSNBODF PG UIF UISFF
QSFWJPVT CBTFMJOFT
 JUT PCUBJOFE SFTVMUT BSF GBS GSPN SFBDIJOH UIPTF PCUBJOFE XJUI UIF
EJêFSFOU DPOaHVSBUJPOT PG PVS QSPQPTFE BQQSPBDI�

'SPN UIFTF FYQFSJNFOUT
 JU CFDPNFT DMFBSFS UIBU UIF QSPQPTFE BQQSPBDI QFSGPSNT
CFUUFS XIFO DPODFQUT BSF JOGFSSFE VTJOH FJUIFS -%" PS -4" UFDIOJRVFT� *G XF DPODFO�
USBUF PO UIF s TDPSF POMZ
 UIF CFTU QFSGPSNBODF JT PCUBJOFE XIFO VTJOH #P$	-4"��$


��
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BU k 3 	s 0.51

 XIJDI SFQSFTFOUT B SFMBUJWF JNQSPWFNFOU PG ��� BHBJOTU UIF CFTU
CBTFMJOF
 J�F�
 UIF $// BQQSPBDI� 4JNJMBSMZ
 JG XF PCTFSWF UIF $) JOEFY
 UIF CFTU SFTVMU
JT PCUBJOFE XJUI #P$	-%"��$
 BU k 6 	CH 544.19

 XIJDI SFQSFTFOUT B SFMBUJWF
JNQSPWFNFOU PG ����� BHBJOTU UIF CFTU SFTVMU PG UIF $// BQQSPBDI� "OE aOBMMZ
 JO
UFSNT PG UIF %# JOEFY
 UIF CFTU QFSGPSNBODF JT PCUBJOFE XJUI #P$	-4"��$
 BU k 3
	DB 0.66

 XIJDI SFQSFTFOUT B SFMBUJWF JNQSPWFNFOU PG ��� JO DPNQBSJTPO UP UIF
$// BQQSPBDI� )FODF
 UIF NBJO PCTFSWBUJPOT GSPN UIJT BOBMZTJT BSF� 	�
 QSPQPTFE
BQQSPBDI DPOTJTUFOUMZ JNQSPWFT
 BDSPTT UISFF EJêFSFOU NFUSJDT
 USBEJUJPOBM DMVTUFSJOH
UFDIOJRVFT BT XFMM BT TPNF NPSF SFDFOU BQQSPBDIFT CBTFE PO EFFQ //� 	�
 -%" BOE
-4" UFDIOJRVFT BMMPX JOGFSSJOH CFUUFS XPSE SFQSFTFOUBUJPOT
 JNQSPWJOH DMVTUFSJOH SF�
TVMUT JO DPNQBSJTPO UP 405" NFUIPET TVDI BT #&35 FODPEJOHT�

���� .BOVBM FWBMVBUJPO

5P KVEHF UIF RVBMJUZ PG UIF HFOFSBUFE HSPVQT
 XF IBWF UBLFO B TVCTFU PG �� BSUJDMFT
BOE QFSGPSNFE B TNBMM NBOVBM BOOPUBUJPO FYQFSJNFOU VTJOH � IVNBO FYQFSUT�

'PS UIJT FYFSDJTF
 XF SBOEPNMZ TFMFDU �� BSUJDMFT GSPN UIF O�UW EBUBTFU� &WFSZ BO�
OPUBUPS XBT JOTUSVDUFE UP JEFOUJGZ � EJêFSFOU DMVTUFST
 J�F�
 UIFZ IBE UP PSHBOJ[F UIF
JOGPSNBUJPO JOUP aWF TFNBOUJDBMMZ SFMBUFE HSPVQT� 5IF POMZ SFTUSJDUJPO HJWFO JT UIBU
FBDI HSPVQ TIPVME IBWF BU MFBTU POF EPDVNFOU BOE UIF TBNF EPDVNFOU DBO OPU CF
BTTJHOFE UP NPSF UIBO POF DMVTUFS� 8F DIPPTF � BT UIF OVNCFS PG DMVTUFST UP JEFOUJGZ

BT GSPN UIF QSFWJPVT FYQFSJNFOUT 	TFF 'JHVSF �
 XF PCTFSWFE UIBU XJUI k 5 BT B
NJEEMF QPJOU
 JU JT QPTTJCMF UP PCUBJO HPPE QFSGPSNBODF PO BMM UIF DPOTJEFSFE NFU�
SJDT� 8F FWBMVBUFE UIF BOOPUBUPSrT BHSFFNFOU VTJOH UIF ,BQQB NFUSJD 	$PIFO
 ����
�
3FTVMUJOH JO B ,BQQB TDPSF PG ���� XIJDI JOEJDBUFT B NPEFSBUF BHSFFNFOU�

8F QFSGPSNFE B EFUBJMFE BOBMZTJT PG UIF JEFOUJaFE HSPVQT
 BOE JU XBT DMFBS GSPN
UIF FYFSDJTF UIBU TQPUUFE UPQJDT XFSF� qUFDIOPMPHZr
 qFDPOPNZr
 qQPMJUJDTr
 qDBS JOEVTUSZr

BOE qaOBODJBM FEVDBUJPOr� 8F PCTFSWFE UIBU BOOPUBUPST UFOE UP EJTBHSFF PO UIF DMBTT
PG UIF EPDVNFOU XIFO UIF DBUFHPSJFT NJHIU CF SFMBUFE UP qFDPOPNZr
 qQPMJUJDTr
 BOE
qaOBODJBM FEVDBUJPOr
 TJNJMBSMZ XIFO B EPDVNFOU NJHIU CFMPOH UP rUFDIOPMPHZr BOE
rDBS JOEVTUSZr� )PXFWFS
 VTJOH B NBKPSJUZ WPUF TDIFNF
 XF EFDJEFE PO UIF aOBM DMBTT
PG FBDI EPDVNFOU
 BOE XF VTFE UIFTF �� EPDVNFOUT BT B UFTU TFU� 8F FWBMVBUF PVS
NFUIPE VTJOH UIF #P$	-%"��$
 DPOaHVSBUJPO
 BOE XF XFSF BCMF UP PCUBJO B ���
BDDVSBDZ JO UIF DMBTTJaDBUJPO QSPDFTT� *O 'JHVSF � XF TIPX UIF DMVTUFSTr WJTVBMJ[BUJPO
VOEFS UIJT DPOaHVSBUJPO�

�� $PODMVTJPOT

*O UIJT QBQFS
 XF QSPQPTFE VTJOH IJHIMZ EFOTF SFQSFTFOUBUJPOT
 EFOPNJOBUFE MPX�
SFTPMVUJPO DPODFQUT
 GPS DMVTUFSJOH (FSNBO CSPBEDBTU NFEJB DPOUFOUT� 5IF QSPQPTFE
BQQSPBDI JOGFST UIF GVOEBNFOUBM TFNBOUJD FMFNFOUT DPOUBJOFE JO UIF JOQVU EBUBTFU

XIJDI BSF VTFE GPS TVHHFTUJOH PQUJNBM DMVTUFST DPOaHVSBUJPO� 1FSGPSNFE FYQFSJNFOUT

��
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'JHVSF �� 'PSNFE DMVTUFST VTJOH UIF #P$	-%"��$
 DPOaHVSBUJPO XJUI k 5� 'PVOE
UPQJDT XJUI UIF -%" BQQSPBDI BSF� J
 DIFG 	CPTT

 BVUPT 	DBST

 EFVUTDIMBOE 	HFS�
NBOZ

 [VLVOGU 	GVUVSF

 EJFTFM 	EJFTFM
� JJ
 FVSP 	FVSP

 QSP[FOU 	QFSDFOU

 HFME
	NPOFZ

 FYQFSUFO 	FYQFSUT

 EFVUTDIMBOE 	HFSNBOZ
� JJJ
 VOUFSOFINFO 	DPNQBOZ


VTB 	64"

 NJMMJBSEFO 	CJMMJPOT

 USVNQ 	5SVNQ

 FV 	&6
� JW
 LVOEFO 	DVTUPNFST


HPPHMF 	(PPHMF

 NJUBSCFJUFS 	FNQMPZFFT

 POMJOF 	POMJOF

 GBDFCPPL 	GBDFCPPL
� BOE
W
 TUBSUVQ 	TBSUVQ

 EFVUTDIMBOE 	HFSNBOZ

 EBUFO 	EBUB

 JEFF 	JEFB

 XFMU 	XPSME
�

EFNPOTUSBUF UIBU VTJOH TNBMM SFTPMVUJPO WBMVFT QSPWJEFT B CFUUFS DMVTUFSJOH QFSGPS�
NBODF
 XIJDI JT DPOTJTUFOU BDSPTT UISFF EJêFSFOU JOUFSOBM FWBMVBUJPO NFUSJDT
 BOE JO
GPVS EJêFSFOU EBUBTFUT� 1BSUJDVMBSMZ
 UIF QSPQPTFE GSBNFXPSL JT OPU EFQFOEFOU PG BOZ
QBSUJDVMBS DPODJTF TFNBOUJD BOBMZTJT NFUIPE GPS JOGFSSJOH DPODFQUT� IPXFWFS
 XIFO
DPODFQUT BSF EFUFDUFE VTJOH UIF -%" BOE -4" BQQSPBDIFT
 UIF DMVTUFSJOH QFSGPSNBODF
UFOET UP JNQSPWF
 PCUBJOJOH SFMBUJWF JNQSPWFNFOUT PG ���
 ���
 BOE ��� VOEFS 4JM�
IPVFUUF
 $BMJOTLJ�)BSBCBT[
 BOE %BWJFT�#PVMEJO JOEFYFT SFTQFDUJWFMZ� 'JOBMMZ
 XF
XPVME MJLF UP IJHIMJHIU POF NBKPS BEWBOUBHF PG PVS QSPQPTFE BQQSPBDI
 XIJDI JT JO�
UFSQSFUBCJMJUZ� "T B SFTVMU PG UIF SFQSFTFOUBUJPO QSPDFTT
 QSPEVDFE WFDUPST BSF FBTZ UP
JOUFSQSFU
 GBDJMJUBUJOH FOE VTFST VOEFSTUBOEJOH UIF GPVOE TFNBOUJDT BOE UIF EFDJTJPOT
NBEF CZ UIF TZTUFN�

"T GVUVSFXPSL
 XF QMBO UP FWBMVBUF PVS QSPQPTFE BQQSPBDI JO TJNJMBS EBUBTFUT
 J�F�

WFSZ TIPSU UFYUT
 GSPN B WFSZ OBSSPX EPNBJO
 BOE BT UIF SFTVMU PG BVUPNBUJD USBOTDSJQ�
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companies write
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Abstract. Engaged customers are a very import part of current social m dia marketing. Public figures and brands have to be
very careful about what they post online. That is why the need for accura e strategies for anticipating the impact of a post
written for an online audience is critical to any public brand Ther fore, in this paper, we propose a method to predict the
impact of a given post by accounting for the content, style and behavioral attributes as well as metadata information. For
validating our method we collected Facebook posts f om 10 public p ges, we performed experiments with almost 14000 posts
and found that the content and the behavioral attributes from post provide relevant information to our prediction model.

Keywords: Social media branding, impact analysis, data mining, features engineering, natural language processing

1. Introduction

Nowadays, people world ide are largely engaged
and attached to diff rent ypes of Internet tech-
nologies and social media platforms. All these
technologi s combined have provided new ways
for exchangi g feedback on products and services.
As stated in [9], this type of circumstances has
boosted customer empowerment. Accordingly, cus-
tomers have the potential of becoming influential with
their opinions, recommendations or complaints.

This situation requires the constant incorporation
of novel strategies for effectively managing brand’s
aims and marketing plans, especially aspects related
to customers’ involvement, relationship, and commu-
nication [1]. Thus, measuring the impact of produced

∗Corresponding author. Esaú Villatoro-Tello. E-mails: esau.
villatoro@idiap.ch and evillatoro@correo.cua.uam.mx.

advertising is an important issue that needs to be
included by brands as part of their social media
management strategies [10]. According to previous
research, the impact of a published post is measured
through several available metrics, mainly related to
the consumer’s visualizations, reactions, comments,
and interactions. Hence, increasing the impact of the
published posts will lead to stronger relationships
among brand and consumers, allowing customers to
create valuable content through social media [14].

Recently, the community of electronic commerce
and business research has started to pay attention
to how effectively exploit the mechanisms to inter-
act with their customers. Researches have focused
on studying phenomena such as the role of social
media on advertising, the electronic word of mouth,
customer’s relationships management, brand’s per-
formance, among others [1, 2, 11, 13]. Although
many works have proposed techniques for finding

ISSN 1064-1246/20/$35.00 © 2020 – IOS Press and the authors. All rights reserved
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the relationships between online posts on social
media and the impact of such publications mea-
sured by users interactions, the vast majority of these
research do it as a posteriori analysis [1–4, 9, 14].
This means they focus on finding those character-
istics that allowed a post to be appealing for their
customers, obtaining valuable insights that enable
designing powerful marketing strategies. However,
in spite of all the knowledge that these methodolo-
gies can provide to specific firms, it is not enough
for predicting the impact a post will have prior to
its publication. Therefore, a system able to antici-
pate the impact of individual posts can provide an
enormous advantage when deciding to communicate
something to the costumers through social media
platforms.

In this paper, we propose a novel framework for
predicting the impact of publishing posts on a social
media network, namely Facebook. Contrastingly to
traditional approaches in the field, our method incor-
porates features that are able to capture content, style,
and behavioral features when representing posts. The
proposed approach is based on a supervised machine
learning strategy, which allows anticipating post’s
impact, i.e., either high- or low-impact. For validating
the proposed method, we took on the task of collect-
ing a dataset from ten renowned brands on Facebo k
Mexico. Our performed experiments, over more than
13,000 posts, for six different classification problems,
indicate that the combination of the pr pos d fea-
tures with some metadata-based attr but s, allows an
automatic system to obtain acceptab e performance
results.

We foresee this work wil repres nt an important
contribution to the dev l pment of novel methodolo-
gies in the field of el ctronic commerce and business
research, as well as m tivate urther research from the
intelligent systems and text mining research commu-
nities.

The main c ntributions of this paper are as follows:

1. We collected and labeled more than 13,000
posts from ten renowned brands on Facebook
Mexico. This dataset represents a valuable
resource for future research work on the field
of electronic commerce and business, as well
as for the intelligent systems community.

2. We provide evidence on the importance of
content-based, stylistic, and behavioral features
in combination with metadata-based attributes
for solving the task of impact prediction on
Facebook posts.

3. We proposed a novel framework, based on a
supervised machine learning approach, for solv-
ing the problem of anticipating the impact of
publishing a post on Facebook.

The rest of the paper is organized as follows. The
next section provides a review of related work on
the problem of social media and customer relation-
ships management. Section 3 describes the followed
methodology for collecting the employed dataset,
how it was labeled, and provides some tatistics regar-
ding its composition. Section 4 explains he proposed
framework based on an supervi ed approach for pre-
dicting the impact of publishin posts n Facebook.
Section 5 depicts the experimen l setup, and the
obtained results for all he per ormed experiments.
Finally, in Section 6 we d aw some conclusions and
future work dir ctions

2. Related w rk

Consumer engagement is measured by the num-
ber of performed activities by users within the social
media platform. Normally, these activities vary from
platform to platform1, however, on Facebook, a typ-
i al set of metrics that help to evaluate the level of
engagement are: generated reactions (positive, nega-
tive, and neutral reactions), number of comments, and
the number of times a post is shared [14]. Thus, posts
having elevated or low numbers under these metrics,
are considered examples of high or low impact posts
respectively; meaning a healthy/unhealthy customer
engagement relationships. An additionally employed
metric is the ROI (return-on-investment) indicator,
which is defined as the profit of an investment divided
by the cost of the investment [7]. The ROI indica-
tor is one of the most important engagement metrics
employed by many companies [8], however, the core
of our research is not related to the ROI analytics’
field since we are not interested in the direct sales
reported by companies. Instead, we aim at develop-
ing automatic models that can anticipate the impact of
a publication in terms of popularity, i.e., how reached
customers will interact with the publication of some
post.

Accordingly, literature establishes that the more
capable are the organizations building and sustain-
ing emotional and social ties between their customers
and their brands, i.e., a healthy level of customer

1The research undertaken by [5], describes some of the most
relevant metrics over 350 social media marketers.
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engagement; the more the benefits that can be
obtained. Therefore, many research groups have
tackled the problem of how to contribute to both cus-
tomers experience and customer relationships using
social media platforms [1, 2].

On the one hand, the vast majority of the previous
work has faced the problem as a knowledge extraction
technique for designing powerful marketing strate-
gies. In other words, this type of research proposes
analyzing the relationships between several variables
and the level of engagement of customers. Thus, it is
possible to find what are the main characteristics that
provoke customers manifestations (reactions, com-
ments, and sharing). However, a major drawback of
these approaches is that they do not consider using
this knowledge as part of an automatic method for
anticipating the impact of a post. Recent examples of
this type of methodologies can be found in [1–4, 9,
14].

On the other hand, a few research works have
proposed and evaluated distinct methodologies for
implementing predictive systems [10, 12, 15, 18]. In
[10] authors proposed using seven features for repre-
senting the information contained in a post, namely:
category of the post (action, product, or inspira-
tional), the total likes of the brand’s page, the type
of content (photo, video, or link), time of the publi-
cation, month, weekday and hour of the post, and a
feature that indicates if the post was paid for adver-
tising. These features were employed fo predicting
12 distinct Facebook metrics. For their experiments,
authors employed a SVM regresor, and evaluated
their method in 790 posts from a cosmetic com-
pany’s page. A similar appr ach is described in [15]
but for estimating the cess of eBay smartphone
sellers. For representing th data authors proposed
near 20 me adata-bas d fea ures extracted from the
eBay plat orm, such as reachability and engagement
(followers) custome feedback (number of positive
and negative eviews) and seller information (name,
country, etc.). In the work of [12], 164 posts were
analyzed from five distinct tourism brands in Spain
(dataset is in Spanish). Authors trained a regression
model for predicting the number of likes and the num-
ber of comments a post will generate. For this, authors
proposed as features the post richness (defined as the
number of videos, pictures, links are included in the
post), time frame (weekday and time of the publica-
tion), plus a couple of features associated to the size
of the post (in characters) and the number of followers
of the brand’s page. Similar to the above-described
research, a few studies analyze the importance of

the so-called contextual features (URLs, mentions,
hashtags) to infer the number of replies a tweet may
provoke [6, 16]. Finally, in the work described in [18],
authors model the relationship between the text of
a political blog post and the number of comments
that such post will receive. Authors approached the
problem both as a regression problem and as a clas-
sification task. An interesting aspect of this work
is that as features, authors employed a topic based
representation (LDA) instead of me adata-based fea-
tures. Given the nature of their data, they hypothesize
that the nature of the topic contai d in the post will
influence the number of genera ed comments.

A common characteristic in previous research is
the exclusion of text-based feat res (except for [18]).
Thus, contrary to previ us res arch, our proposed
framework incorp rates three feature categories:
stylistic, conten based and behavioral. Our main
hypothes s establishes that the content of a post
(what it say , as well as the style in how is writ-
te (how it say it), in combination with how the
post s designed for interacting with the community
(behavioral aspects) are important elements for accu-
ra ely predicting the impact of a post. We validate our
proposal on a dataset with near 14,000 posts from
ten different brands on Facebook Mexico, and com-
pare our results against traditional metadata-based
features.

3. Dataset

Given the lack of a standard corpus for evaluating
impact prediction systems, we took on the task of col-
lecting and standardizing a large dataset2 of Facebook
posts from different brands that have an important
presence in Mexico3. Collected corpus represents a
valuable resource, in a non-English language, that can
be used for training and evaluating automatic systems
that aim at predicting several customer’s engagement
metrics, specifically Facebook’s reactions (i.e., Like,
Love, Haha, Wow, Sad and Angry), sharing amount,
and the number of comments generated by a post.
Table 1 summarizes the composition of the dataset.

Under the columns Num. of Posts, we report the
original (OG) number of collected posts and the resul-
tant number of posts after filtering (FL) the data and

2The dataset is available for download in: https://github.
com/lyr-uam/CorpusReaccion

3Compilation of the data was done from November 2018 to
January 2019.
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Table 1
Table shows the absolute number of reactions (|R|), comments (|C|) and shares (|S|) in the data set. Additionally, average (x̄) and standard

deviation (σ) values of these characteristics are shown

Brand’s Name Reactions (R) Comments (C) Shares (S) Num. of
Posts

|R| x̄ σ |C| x̄ σ |S| x̄ σ (OG) (FL)

Clash Royale ES 3,464,687 6209.12 11457.63 561,540 1006.34 2341.34 258,904 463.99 1495.29 561 558
Canon Mexicana 2,316,406 2079.36 6626.56 112,280 100.79 265.89 426,502 382.88 1030.55 1157 1114
Muy Interesante
México

14,900,267 6872.82 11314.93 258,214 119.10 296.41 4,801,967 2214.93 8436.72 2175 2168

Cinépolis 28,074,276 14404.45 28790.81 2,784,917 1428.90 4179.64 8,165,961 4189.82 1865 .82 1985 1949
Discovery
Channel

2,422,143 1446.06 2164.16 44,258 26.42 63.43 392,068 234.07 474 24 1712 1675

National
Geographic

2,700,761 1548.60 3680.85 107,884 61.86 247.85 1,034,515 593.19 4643 73 2076 1744

Fisher-Price 3,550,516 4216.76 6053.21 155,811 185.05 400.89 249,981 296.89 709.63 848 842
Xbox México 4,697,179 2839.89 6360.91 479,033 289.62 749.36 513,323 310 35 60 45 1737 1654
Nikon 829,560 673.34 1306.00 36,308 29.47 81.29 145,370 18.00 262.84 1357 1232
Lacoste 1,057,118 1478.49 2559.50 10,005 13.99 36.79 37,037 51.80 266.68 914 715

Total: 64,012,913 - - 4,550,250 - - 16,025,6 8 - 14522 13651

Table 2
This table shows the total number of tokens, vocabulary, and lexical richness of each ra d’s posts. Additionally, we show the average

number of tokens, and characters for each post; between parenthesis the tandard deviation is indicated

Brand’s Name Total number of: Average number per post:
tokens vocabulary le cal ichness tokens (σ) characters (σ)

Clash Royale ES (CR) 14,531 4,046 0.27 26.04 (±27.53) 163.21 (±165.07)
Canon Mexicana (CM) 21,885 5,006 0.22 19.65 (±12.63) 128.02 (±81.06)
Muy Interesante México (MI) 42,321 8,916 0.21 19.52 (±14.74) 117.70 (±88.79)
Cinépolis (CI) 44,071 7 536 0.17 22.61 (±10.78) 133.95 (±64.36)
Discovery Channel (DC) 44,659 10,8 2 0.24 26.66 (±12.94) 158.09 (±75.28)
National Geographic (NG) 46,039 6 988 0.15 26.40 (±13.33) 153.16 (±73.32)
Fisher-Price (FP) 19,863 4,788 0.24 23.59 (±78.70) 149.89 (±517.25)
Xbox México (XM) 27,639 5,283 0.19 16.71 (±7.21) 112.27 (±52.98)
Nikon (NK) 28,251 6,044 0.21 22.93 (±42.99) 147.28 (±278.2)
Lacoste (LC) 13,455 3,570 0.26 18.82 (±24.75) 128.06 (±155.12)

eliminating those posts tha were identified as use-
less. Particularly, we re oved ll the posts that fulfill
any of the following cond tions: i) does not con-
tain any tex , ii) does not have any reaction, and iii)
the only reaction contained is ’like’. At the end, a
total of 8 1 posts w re removed after applying the
previous condition . The first columns report some
statistics regarding the number of Reactions (R),
Comments (C), Shares (S), for each brand. Val-
ues below columns |R|, |C|, and |S|, represent the
total number of reactions, comments, and shares,
respectively. Values under the columns x̄ and σ indi-
cates the average and standard deviation of reactions,
comments, and shares for each post. It is worth men-
tioning that these statistics were computed with the
filtered (FL) version of the dataset. In addition, keep
in mind that these numbers may vary if the corpus is
re-downloaded; since the date of compilation, posts
could have generated more manifestations in any of

the considered metrics, or perhaps some posts are no
longer available.

Observe in Table 1 that the brand with the high-
est number of reactions, comments, and shares is
Cinépolis. This brand is a very well known firm in
Mexico, devoted to the movie theater business. The
second place in the number of reactions and shares
is held by Muy Interesante México. This is a firm
mainly dedicated to science and technology diffusion.
It is interesting to notice that even though Cinépolis
provokes a high number of manifestations from users,
is not the brand that produces the most number of
posts, which is the case of Muy Interesante México
with the highest number of posts.

In Table 2 we show some basic statistics regarding
the size of the corpus. The first three columns indicate
the size of the collected data for each brand in terms of
the number of tokens, the size of the vocabulary, and
the lexical richness of the posts. Next two columns
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Table 3
Number of high- and low- impact instances for each problem

|R| |R + | |R − | |R # | |C| |S|
high low high low high low high low high low high low

CR 189 369 165 393 209 349 217 341 264 294 39 519
CM 100 1014 94 1020 43 1071 90 1024 78 1036 96 1018
MI 775 1393 790 1378 136 2032 374 1794 153 2015 824 1344
CI 991 958 966 983 353 1596 729 1190 883 1067 745 1204
DC 109 1566 112 1563 110 1565 85 1590 9 1666 60 1615
NG 124 1620 132 1612 110 1634 53 1691 50 1694 115 1629
FP 248 594 266 576 15 827 31 811 119 723 43 799
XM 230 1424 230 1424 168 1486 155 1499 299 1355 92 1562
NK 24 1208 33 1199 16 1216 6 1226 12 1220 10 222
LC 46 669 57 658 0 715 2 713 2 713 4 7 1

show the average number of tokens, and characters
contained in every post of every brand. For the latter
two, the standard deviation of these metrics is shown
between parenthesis.

From Table 2 we can remark that the
brands with the largest number of tokens are
National Geographic and Discovery Channel, both
dedicated to promoting a great variety of programs
related to ecology, wildlife, science, among others.
Having a great number of tokens indicates that, in
general, published posts from these brands are larger
in terms of words per post. This phenomeno can
be observed in the fifth column of Table 2 where it
is possible to see the average number of tokens in
the published posts. Lexical richness (LR) s a val e
that indicates how the terms from the v abul ry are
used within a text. Is defined as the r tio between the
vocabulary size and the number f tok ns from a text
(LR = |V |/|T |). Thus, a val e c ose to 1 indicates a
higher LR, which means v cabulary terms are used
only once, while value ear 0 represent a higher
number of tokens u ed mo e frequently (i.e., more
repetitive). From our dataset, observe that the brands
with the l west LR values are National Geographic
and Cinépolis, which means their produced posts
employ a similar ocabulary. We hypothesize that
this could be a marketing strategy since, for the case
of Cinépolis, allows them to reach a high number of
consumers manifestations in their posts in spite of
being reiterative.

3.1. Labeling methodology

As we mentioned, our goal was to collect a dataset
for evaluating the performance of automatic meth-
ods for determining the impact of publishing a post
on Facebook, in other words, anticipate the con-
sumers’ engagement. For this purpose, traditional

engagement metrics we e considered [5]: reactions,
comments, and sharing.

Therefore and i spired on the work of [17, 18],
we define he task of predicting consumer’s engage-
ment as he pr cess of classifying whether a post
will have hi her (or lower) impact volume than the
av rage seen i training data. Even though more
fine- rained predictions are possible as well (e.g.,
predicti g the absolute number of distinct reactions,
th number of provoked comments, and the number
of times is shared), our goal in this paper was not
or ented to propose a methodology based on regres-
sion algorithms. Consequently, we define six binary
classification problems, namely: i) comments (|C|),
ii) sharing (|S|), iii) total reactions (|R|), iv) posi-
tive reactions (|R + |), v) negative reactions (|R − |)
and, vi) neutral reactions (|R # |). Each classifica-
tion problem has the categories high-impact and
low-impact.

The followed methodology for assigning each
post’s category, i.e., either high- or low- impact, con-
sists in the following steps: for each classification
problem (i.e., the considered metrics), we compute
the average value of metric k among all the posts
from the ten brands, this is referred as x̄k. Once we
know the value x̄k, for each post contained in brand
i, we review the value of metric k in post pi, thus,
if pi,k > x̄k the category of the post is assigned to
high-impact, or low-impact otherwise. This process
represents a very straightforward approach for the
problems of total reactions, comments, and sharing.
However, for labeling positive, negative and neutral
reactions we acted as follows: we grouped as positive
reactions the Like and Love responses, as negative
reactions the Sad and Angry responses, and as neu-
tral reactions the Wow and Haha responses. Table 3
shows the number of instances on each category after
the labeling process. As expected, the dataset has a
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post’s length (measure in words), the total num-
ber of upper-cased and lower-cased words used, the
total number of numerals and the total number of
symbols (including punctuation marks and other non-
alphanumeric symbols). To take into account the
level of engagement in the posts, we incorporated
the behavioral type. For this type of features we
considered: total number of emojis, total number of
hashtags, total numbers of users’ mentions and total
number of links.

Additionally, we include two types of metadata
attributes: type of links included in the posts (we
called this type interaction) and the time in which
the post is written (time). Particularly, for the Inter-
action type we included five features: number of links
to images, number of links to albums, number of links
to videos and number of other links. For the Time fea-
ture we include the percentages of posts written at the
same time if a given post, these percentages are com-
pute independently for: hour, day, month and year.

4.3. Representation

Once we had selected the corresponding feature
type, we represent each post in a multidimensional
vector, where the number of dimensions corresp nd
to the total number of features of a given repr enta
tion.

The vectors are normalized to values be ween 0
and 1 to reduce the impact of differences between
ranges of different type of featur s.

4.4. Classification model

The fourth phase of the general framework (see
Figure 1) i to apply learning algorithm for each
classificat on problem. For this stage, we apply four
of the wid ly algorithms used for text classification.
At the same ime we selected one algorithm of 4
different families: Probabilistic (Naïve Bayes), Deci-
sions Trees (DT), with kernel functions (SVM), and
Instance-based (k-NN).

As we have mentioned, to provide an overview of
the general impact of a post in the consumer, we gen-
erate six different prediction algorithms. At the end,
the content manager of a given brand can determined
the average impact given the predicted impact of com-
ments, shares, total reactions, as well as, positive
reactions, negative reactions and neutral reactions.

In the next section we describe the experiments
performed as well as the obtained results.

5. Experiments and results

To test our proposed method, we used the filtered
dataset (FL in Table 2) with a total of 13651 Face-
book’s posts. To evaluate the classification perfor-
mance we used the F-score metric, and for all experi-
ments we employ a stratified 10 fold cross validation
technique to compute the performance. Note that we
do not make any distinctions among the posts of par-
ticular brands, we aim at building a general classifier
instead of having a specific model for ach brand.

One of our research question stabl shes if the
combination of the what plus the how n the process
of post’s representation can be be ter at predicting the
impact of our six metrics than u ing only features that
answered the how. With this in mind we performed
two sets of experim nts. Fir tly, we used as features
only singl types of at ibutes for representing post’s
informati n. Th s type of configuration aims at vali-
dating the p tinence of these type of features as has
been proposed in many of the previous work. Sec-
ond, we incorporate the content features to determine
the imp ct of considering textual information on the
p sed task.

Figure 2 shows obtained results for the first set
of experiments. It is important to mention that the
size of the representation vector for each of these
experiments is very small (between 4 and 5 fea-
tures). One detail to notice in the Figure 2 is that
the best classification algorithm for all problems is
Decision Trees, which makes sense given the small
number of attributes used as post’s representation.
Also, we can observe that the style attribute alone,
is the second best predictor for each problem. How-
ever, the best performance outcome happens when
a combination of the four type of attributes is used
(b+s+i+t). Among the less useful set of features
are the metadata-based ones: interactions and time,
where all instances were classify as the majority class
(i.e., low-impact); Therefore, from hereafter , these
two types of features are not used in the second set
of experiments.

So far, Figure 2 shows very consistent results for all
problems; but nevertheless, minor aspects are worth
mentioning. For instance, the most difficult classifi-
cation problem is predicting the impact of negative
reactions. However, one of the best performances is
in predicting the impact of positive reactions. This
results can be due to the fact that the positive reactions
problem is trained with a slightly less unbalanced
dataset in contrast to the negative reactions problem
(see Table 3).
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Figure 3 shows the results of the second set of
experiments. For including the text, we used a tradi-
tional bag-of-word approach to represent each post.
We used only the 10000 tokens more frequent in each
problem. The black solid line in each graph indicates
the best performance of the previous set of exper-
iments (i.e., from Figure 2). In general, we notice
that for all problems using the content feature (alone
or in combination with other type of feature) out-
performed the best results using only single types of
attributes; we compare the best performance from the
first set of experiments (black solid line) against the
best result obtained in the second set of experiment
(c+b+s+i+t in Figure 3) and we found that in five
out of six problems, the differences are statistically
significant with a p < 0.0001; for the sixth problem,
Positive Reactions, the difference is also statistically
significance but for p = 0.01 (for this test we use
two-tailed t-test). Another aspect to note is that, on
one hand, the best learning algorithm for four out of
six problems is the probabilistic one. Support Vector
Machines, on the other hand, is also the best algo-
rithm predicting the impact of negative and neutral
reactions.

As shown in Figure 2, the poorest performance
was in the prediction of impact of negative and neu-
tral reactions. That is, those two problems are very
difficult to solve. On the contrary, the best overall per-
formances were obtained for predicting the impact
of total reactions and positive reacti ns, foll w by
predicting the impact of shares and omments.

In all the evaluated classification problems, the best
performance was obtained u ing the combination of
all our proposed features: th what nd the how plus
the metadata informati On o e hand, the small dif-
ferent in the performance of using only the content
feature (the what) wi h the best results, particularly
for predic ing the impact of Comments and Shares,
gives us some clue o the importance of the content
in predicting our s x variables. On the other hand,
for predicting reactions (total or positive reactions,
particularly) there is a clear improvement in the per-
formance when combining content with behavioral
features. This means that using the number of occur-
rences of hashtag, emojis, users’ mentions and links is
important to predicting the impact of a post. This type
of features were included to give some information
regarding the social media lingo used when commu-
nicating some information. According to our results,
including this type of attributes helps to reach the
consumers and induce them to express their feelings
towards the brand.

5.1. Qualitative results

Aside from the prediction tasks such as described
above, the proposed approach itself can be infor-
mative for people in charge of designing marketing
strategies. As stated so far, our proposed framework
is able to determine the impact of publishing a post
on Facebook. Given that part of our goals was to
design a generic impact prediction method, i.e., not
brand dependent, our approach allows us to envisage
characteristics from high and low imp ct posts.

In order to exemplify the typ of information
that can be obtained with o r prop sed method,
we retrieve eight examples (fo r high-impact, and
four low-impact posts) and analyze its character-
istics. In Figure 4 we show two high-impact posts
(a and b), and two ow-impact posts (e and f) from
Cannon Mexicana. Similarly, we retrieved two high-
impact p sts (c and d) and two low-impact posts (g
and h) from Nikon’s Facebook page.

Given the n ture of these two brands, we found
inte sting to analyze its publications. As it is known,
these two firms compete in the field of photography,
th y both promote photography courses, professional
photography equipment, etc. If we observe Table 1,
notice that Nikon publishes a bit more posts than
Cannon Mexicana (1,357 vs. 1,157). However, Can-
non Mexicana has a significantly greater number
of reactions, comments, and shares than Nikon; for
example, Cannon has more than 2 million reactions
while Nikon has barely 829,560. After examining
their most representative posts (Figure 4), we notice
the following: i) High-impact Cannon’s posts have
a more juvenile way for interacting with their cus-
tomers, they employ emojis, drawings, as well as
less-formal language; ii) contrastingly, Nikon uses
a more formal style of writing, and their posts refer
(mainly) to photography courses, while for Cannon,
their posts refer to photographers activities or situa-
tions.

With respect to the low-impact posts for both firms,
it is interesting that for Cannon, their less popular
posts talk about technicalities of the cameras, such as
focus points and lens’ characteristics. A similar phe-
nomenon occurs for the case of Nikon, where their
less popular posts talk about the results of a work-
shop. Thus, as a preliminary result from this analysis,
we could conclude that Nikon needs to produce less
formal posts in order to reach a higher level of con-
sumer engagement activities, in other words, change
the way they use emojis, hashtags, mentions or links
in their published posts.
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content, style, and behavioral characteristics from
posts.

In order to validate our hypothesis, and given the
lack of a standard corpus for evaluating this type
of approaches, we took in the task of collecting
and standardizing a large dataset of Facebook posts
from different brands in Mexico. The collected cor-
pus represents a major contribution of this work, and
aims at providing resources for future research work
in non-English languages. Accordingly, we evalu-
ated our proposed approach in predicting traditional
engagement metrics, such as reactions (total reac-
tions, positive, negative, and neutral), comments, and
sharing. We performed experiments on our collected
dataset, which contains more than 13,000 posts from
ten different brands on Facebook Mexico, and com-
pare our results against traditional metadata-based
features. Obtained results indicate that what and how
the companies write, in combination with some tra-
ditional metadata-based features, allows to obtain the
best performance. A qualitative analysis allowed us
to observe what are the aspects our proposed model is
learning. For instance, we could notice that for some
particular brands, competing in the same market, their
behavior (i.e., the use of emojis, hashtags, or men-
tions), in combination with the topics of the pos are
very important for improving costumers engagement.

Some relevant advantages of the proposed method
are: is a language-independent approach, is not biased
towards a specific brand or product type, and ll ws
to obtain relevant insights that could be beneficial for
community managers providing them some interest-
ing knowledge.

Several ideas arise from this ini ial research for
future work. First, th proposed model could be
enriched with other s ylistic nd content features. For
example, character n- rams are known for providing
valuable s ylistic information. Regarding content, we
plan to inc rporate some topic-based features, such a
LDA or seco d or er representations. Finally, there
exist some evidence on the relevance of detecting the
post’s sentiment as a feature, we plan to evaluate how
beneficial could be to incorporate this type of features
in our framework.
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Abstract. This paper summarizes the thesis: ”Author
Profiling in Social Media with Multimodal Information.”
Our solution uses a multimodal approach to extracting
information from written messages and images shared
by users. Previous work has shown the existence
of useful information for this task in these modalities;
however, our proposal goes further, demonstrating the
complementarity of the modalities when merging these
two sources of information. To do this, we propose
to transform images to texts, and with them, to have
the same framework of representation for both kinds of
information, which allow to achieve their fusion. Our work
explores different methods for extracting information
either from the text and the images. To represent
the extracted information, different distributional term
representations approaches were explored in order to
identify the topics addressed by the user. For this
purpose, an evaluation framework was proposed in order
to identify the most appropriate method for this task. The
results show that the textual descriptions of the images
contain useful information for the author profiling task,
and that the fusion of textual information with information
extracted from the images increases the accuracy of

this task.

Keywords. Author profiling, multimodal information,
natural language processing, text classification.

1 Introduction

The author profiling task (AP) is to extract
demographic aspects of a person from their texts.
For example gender, age, location, occupation,
socio-economic level or native language 21
41 . Efforts have also been made to determine
other aspects such as the level of well-being
42], personality traits such as extraversion or
neuroticism 40 39] as well as political ideology
19], an affinity for some products 7 , among
others [13 .

In the AP context, it can be seen that most
of the recent works, in the field of social
networks, have focused mainly on the definition
of thematic attributes and style-metrics appropriate
for this task.
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However, there is a sign of progress towards the
description of multimodal representations that, for
example, integrate different types of information.
Due to the nature of social networks, the images
shared by users or their social environment are
also incorporated. This thesis work particularly
considered the author profiling in social networks
with multimodal information 32 .

1.1 Problem

Most of the works that have tried to solve the task of
AP are based solely on the textual information that
users share on social networks. Utilize only text
generates that much of the information available
by the nature of social networks is not exploited.
Most approaches do not take advantage of images,
videos, contact lists, activity schedules, or other
information. For this reason, it is not known which
of these different information modalities is more
valuable for the AP task. This is why it is essential
to analyze how multimodal information impacts the
AP task.

Another aspect to highlight is that the works
in AP have given evidence of the importance
of the content of the texts. Nevertheless, the
most common approach that has been used is
the Bag of Words (BoW). The problem with this
approach when working on social networks is
the lack of information because regular short
texts are analyzed. Besides that, the texts are
not formal, which causes that there are words
out-of-the-dictionary and spelling mistakes.

A set of approaches that have not been
deepened enough to represent the content of the
texts and, that can be useful for the AP task are
the distributional term representations (DTRs).
The basic intuition behind the DTR’s is called the
distributional hypothesis [44], which states that
terms with similar distributional patterns tend to
have the same meaning [23, 25]. This distributional
hypothesis could capture the content of the users’
text in a better way than the traditional content
approaches used for AP. In this thesis work, we
compared these representations experimentally to
know their impact on the AP task.

On the other hand, few works have taken
advantage of the information extracted from the

images shared by users, this even though various
works in psychology have concluded that the
photos that are shared on social networks can
tell a lot of the people [15 10 50, 17]. Some
works have applied the color histogram of the
images to determine the gender of the users, but
no studies have been done for other traits of the
authors. Other works have converted the images
to texts with automatic labelers of images, through
automatic images annotation techniques, that
assign a list of labels from a previously established
set, and from there, infer the user’s profile.

These approaches are commonly supervised
and with a closed vocabulary. This means that
the labelers select from a limit list of labels the
elements in each image. The problem is that a
limited vocabulary could be insufficient to represent
the interest of the profiles in a collection. In this
thesis work, we proposed to apply an approach
based on open vocabulary to the AP task, under
the idea that it describes in a better way the
social media profiles. The automatic annotation
of images based on open vocabulary approaches
does not select the labels set from a limit list,
but they select the vocabulary from an extensive
collection, usually extracted from Internet pages.
With this idea, we could represent each image in
the collection as a text, and we were able to apply
text processing approaches to classify the profile of
each user.

1.2 Research Questions

Throughout this thesis, we intend to answer the
following research questions:

1. What kind of information could be captured
by distributional-based methods, and how
effective are they for representing user’s
information when facing the problem of
author profiling?

2. How to extract information from the images
shared by users through an open vocabulary
approach, and how to use them to determine
their profile?

3. How to jointly take advantage of the informa-
tion obtained from texts and images for solving
the author profiling task?
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1.3 Contributions

The main contributions derived from this work are:

1. A novel corpus including information about
Mexican twitter accounts with text and image
information. Also, the extension of the well
knows PAN@14 corpus. This collection had
only text information. For this study, we include
the image information for this collection.

2. A comparison among different distributional
based methods for the AP task. For this study,
we apply DOR, TCOR, word2vec, and SSR.

3. A multimodal method for the AP task taking
advantage of textual and image information.

4. The evidence that it is possible to classify
profiles from different countries and language
trough the different images shared on the net-
works.

In the following sections, we describe each of the
main contributions of this work.

2 Corpora

We presented two new corpora that have been
designed for the Author Profiling task evaluation
with text and image information.

First, we presented an extension of the well
known PAN 14 Twitter corpus 38], aiming
to use a well-known corpus enriching it with
image information.

Also, the thesis presented a Mexican Twitter
corpus for the AP task. The specific application
of this corpus is in the analysis of several
traits of Mexican Twitter users by text and
image information. The data contains for each
account the activity schedule on Twitter, its
tweets, and its images. This corpus is labeled
for gender, the place where he/she lives, and
occupation. The annotation of the data was been
accomplished manually.

The rest of this chapter is organized as follows.
Section 2.1 describes the PAN 14 corpus for
the text experiments. Section 2.2 shows the
description of the images extension for the PAN 14
Twitter corpus.

Table 1. Distribution of the gender and age classes
across the different social media domains

Classes Genres

Blogs Reviews Social-media Twitter

Female 73 2080 3873 153
Male 74 2080 3873 153

Total: 147 4160 7746 306

18-24 6 360 1550 20
25-34 60 1000 2098 88
35-49 54 1000 2246 130
50-64 23 1000 1838 60
65+ 4 800 14 8

Total: 147 4160 7746 306

Finally, Section 2.3 describe the new Mexican
Twitter corpus for the author profiling task.

2.1 Pan 14 Corpus

For our experiments, we employed the English
dataset from the PAN 14 AP track. This corpus
was specially built for studying AP in social media.
It is labeled by gender (i.e., female and male), and
five non-overlapping age categories (18-24, 25-34,
35-49, 50-64, 65+). Although all documents are
from social media domains, four distinct genres
were provided: blogs, social media, hotel reviews,
and Twitter posts. A more detailed description of
how these datasets were collected can be found
in 38]. Table 1 provides some basic statistics
regarding the distribution of profiles across the
different domains (i.e., genres). It can be noticed
that gender classes are balanced, whereas, for
the age classification task, the classes are highly
unbalanced. Notably, there are very few instances
for the 65+ category.

2.2 Extended PAN 14 Corpus

Images shared by social media users tend to be
strongly correlated with their thematic interests as
well as to their style preferences. Motivated by
these facts, we tackled the task of assembling a
corpus considering text and images from Twitter
users. Mainly, we extended the PAN-2014 [38]
dataset by obtaining images from the already
existing Twitter users.
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Table 2. Statistics of images shared by each age
category

Ages Profiles Average images (↵) Average tweets (↵)
18-24 17 246.45 (±80.34) 706.18(±361.76)
25-34 78 286.42 (±202.65) 796.01(±291.18)
35-49 123 301.74 (±253.83) 640.41(±362.28)
50-64 54 334.19 (±238.24) 527.68(±354.24)
65+ 7 441.65 (±102.52) 651.85(±432.28)

Table 3. Statistics of images shared by each gender
category

Ages Profiles Average images (↵) Average tweets (↵)
Female 140 162.21 (±294.13) 543.53(±395.93)

Male 139 141.76 (±274.98) 784.88(±265.86)

The PAN-2014 dataset includes tweets (only
textual information) from English users. Based
on this dataset, we obtained more than 42,000
images, corresponding to a subset of 279 profiles
in English1. The images associated with all of the
users were downloaded to existing user profiles,
resulting in a new multimodal Twitter corpus for
the AP task. Each profile has an average of
304 images.

Tables 2 and 3 present additional statistics on
the values that both variables, gender and age
can take, respectively. On the one hand, Table 2
divides profiles by age ranges, i.e., 18-24, 25-34,
35-49, 50-64 and 65+. It shows a great level of
imbalance, being the 35-49 class, the one having
the greatest number of users.

Nonetheless, the users from the 65+ range
are the ones with the greatest number of posted
images as well as the lower standard deviation
values. It is also important to notice that the users
belonging to the 50-64 range share in average a
lot of images, but show a large standard deviation,
indicating the presence of some users with too
many and very few images.

On the other hand, Table 3 reports some
statistics for each gender profile. It is observed
a balanced number of male and females users
in both corpora as well as a similar number of
shared images.

1Note that the PAN-2014 corpus includes more profiles;
however, for some Twitter users, it was impossible to download
their associated images.

Fig. 1. Regional division for Mexico. Source: http://
www.conafor.gob.mx/

2.3 Mex-A3T-500 Corpus

To study the characteristics of the different Mexican
Twitter profiles, we built a Mexican corpus for
author profiling named Mex-A3T-5002 Each of the
Twitter users was labeled with gender, occupation,
and place of residence information. For the
occupation label, we considered the following
eight classes: arts, student, social, sciences,
sports, administrative, health, and others. For
the place of residence trait, we considered the
following six classes: north (norte), northwest
(noroeste), northeast (noreste), center (centro),
west (occidente), and southeast (sureste). Figure
1 shows the division in Mexico’s map.

2.3.1 Construction of the Corpus

Two human annotators, working three months
each, were needed for building this corpus. They
applied the following methodology: (i) to find a
set of Twitter accounts corresponding to famous
persons and/or organizations from each region
of interest. These accounts usually were from
local civil authorities, known restaurants, and
universities; (ii) to search for followers of the initial
accounts, assuming that most of them belong
to the same region with the initial accounts;
(iii) to select only those followers that explicitly
mention, in Twitter or another social network (as

2This is a subset of the corpus used for the
MEX-A3T forum for the 2018 and 2019 editions [2 6].
https://sites.google.com/view/mex-a3t/.
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Table 4. Example of tweets mentioning information related to the place of residence and/or occupation of users

Trait detected Original text Translation
Residence La pura carnita asada en Monterrey Roast beef in Monterrey

Residence Nunca me canso de pasear en el zócalo
de Puebla

I never get tired of walking in the Puebla
Zocalo

Occupation Porque los arquitectos nunca des-
cansamos

Because we, the architects never rest

Occupation Programando en el trabajo ando Programming at work

Table 5. Mexican author profiling corpus: distribution of
the gender trait

Class Profiles Average images (↵) Average tweets (↵)
Female 250 715.46 (±722.89) 1225.00(±868.17)

Male 250 480.90(±459.36) 1500.01(±946.66)

Facebook and Instagram) their place of residence
and occupation. Table 4 shows some examples
of tweets where users reveal information from their
place of residence and occupation.

2.3.2 Statistics

The corpus consists of 500 profiles from Mexican
Twitter users. Each profile is labeled with
information about the gender, occupation, and
place of residence of the user. Tables 5, 6 and
7 present additional statistics on the distribution of
user accounts on gender, occupation and location.

Table 6 divides profiles into the different Mexican
regions on the corpus, i.e., north, northeast,
northwest, center, west, and southeast. Also, it
shows an important level of imbalance, being the
center class, the one having the greatest number of
users, while the north is the class with the lowest.

On the other hand, Table 7 divides profiles on
the eight different occupations on the corpus. It
is possible to see that the majority class is the
central region, whereas the classes with the least
instances are the others and sports.

Table 6. Mexican author profiling corpus: distribution of
the place of residence trait

Class Profiles Average images (↵) Average tweets (↵)
North 13 625.23(±442.49) 1594.23(±855.17)

Northwest 80 385.92(±345.95) 1162.17(±866.14)
Northeast 123 460.54(±482.02) 1071.60(±800.66)

Center 191 755.58(±732.74) 1597.83(±922.49)
West 46 611.91(±488.10) 1525.80(±990.62)

Southeast 47 659.12(±732.35) 1284.51(±916.36)

Table 7. Mexican author profiling corpus: distribution of
the occupation trait

Class Profiles Average images (↵) Average tweets(↵)
Arts 38 826.21(±754.71) 1828.23(±834.09)

Student 253 336.57(±259.81) 1184.66(±838.81)
Social 64 1158.15(±867.03) 1362.62(±921.89)

Sciences 25 474.28(±461.97) 1549.64(±947.44)
Sports 12 682.41(±652.27) 1113.00(±892.95)

Administrative 82 894.59(±651.72) 1597.52(±965.65)
Health 15 248.20(±275.05) 1410.20(±1127.04)
Others 11 1026.90(±747.28) 1873.27(±965.63)

3 Analysis of Distributional Term
Representations

This section describes a general framework
for Author Profiling using distributional term
representations (DTRs). Our goal is to overcome,
to some extent, the issues naturally inherited by the
BoW representation and build instead of a more
semantically related representation. Intuitively,
DTRs can capture the semantics of a term ti by
exploiting the distributional hypothesis: “words with
similar meanings appear in similar contexts”. Thus,
different DTRs can capture the semantics through
the context in different ways and at different levels.

Traditionally, the Author Profiling task has
been approached as a single-labeled classification
problem, where the different categories (e.g.,
male vs. female, or teenager vs. young vs.
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old) stand for the target classes. The common
pipeline is as follows: i) extracting textual features
from the documents; ii) building the documents’
representation using the extracted features, and
iii) learning a classification model from the built
representations 5].

As it is possible to imagine, extracting the
relevant features is a key aspect for learning
the textual patterns of the different profiles.
Accordingly, previous research has evaluated the
importance of thematic (content-based) features
[20, 37] and stylistic characteristics [8].

More recently, some works have also considered
learning such representations utilizing Convolu-
tional and Recurrent Neural Networks [43, 18, 45].

Although many textual features have been used
and proposed, a common conclusion among
previous research is that content-based features
are the most relevant for this task. The latter can
be confirmed by reviewing the results from the
PAN3 competitions [39 , where the best-performing
systems employed content-based features for
representing documents regardless of their genre.
This result is somehow intuitive since AP is
not focused on distinguishing a particular author
through modeling his/her writing style, but on
characterizing a group of authors.

The idea is to enrich representations that help
to overcome the small-length and high-sparsity
issues of social media documents by considering
contextual information computed from document
occurrence and term co-occurrence statistics.
Mainly, we proposed a family of distributional
representations based on second-order attributes
that allow capturing the relationships between
terms and profiles and sub-profiles [29].

These representations obtained the best results
in the AP tasks at PAN 2013 and PAN 2014 [28].
Also, we evaluated topic-based representations
such as Latent Semantic Analysis (LSA) and
Latent Dirichlet Allocation (LDA) in the AP task
3 , obtaining the best performance at the PAN
2015 as well as showing its superiority against a
representation based on manually defined topics
utilizing LIWC 4].

3A set of shared tasks on digital text forensics:
http://pan.webis.de/

In this section, we present a thorough analysis
of the pertinence of distributional term repre-
sentations (DTRs) for solving the problem of
AP in social media. We aim to highlight
the advantages and disadvantages of this type
of representation in comparison with traditional
topic-based representations such as LSA and LDA.

In summary, the main contributions of this
section are:

— We introduce a framework for supervised
author profiling in social media domains
using DTRs. This framework encompasses
the extraction of distributional representation
terms as well as the construction of the
authors’ representation by aggregating the
representations of the terms from their docu-
ments.

— We evaluate for the first time the document-
occurrence representation (DOR) and the
term co-occurrence representation (TCOR)
in the AP task. These are two simple
and well-known term representations from
distributional semantics 24].

— We present a comparative analysis of several
distributional representations, namely DOR,
TCOR, SSR, and word2vec, using the
proposed framework for AP. Additionally,
we compare their performance against the
results from classic bag-of-words and topic-
based representations.

3.1 Distributional Term Representations

Let us consider words in the vocabulary as the
base terms for building the DTR. More formally,
let D = {(d1, y1), . . . , (dn, yn)} be a training set of
n�pairs of documents (dj) and labels/categories
yi 2 C = {C1, . . . ,Cq}. Also let V = {t1, . . . , tm}
be the collection vocabulary. In this context, DTRs
associates each term ti 2 V with a term vector ~wi 2
Rr, i.e., ~wi = hwi,1, . . . ,wi,ri. In this notation wi,j

indicates the contribution of distributional feature j
to the representation of term ti. This contribution is
particular of each DTR and can be computed in a
number of ways.
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In the following sections we describe in detail
each of the DTRs that we selected for this
study. The second step consists in building
the document representations by using the term
vectors. Formally, the representation of document
a dj , the vector ~dj , is obtained by using the
expression 1, where the scalar ↵i weighs the
relevance of term ti in the document dj . Although
there are several ways to define this weighting, the
most widely used approach is the average of the
distribution (i.e., ↵i is proportional to the number of
terms in the document):

~dj =
X

ti2dj

↵i ·wi. (1)

Different ways to define vectors wi are briefly
explained below. For more details of the formal
implementation, consult [23 47, 1, 28

3.1.1 Document Occurrence Representation

The document occurrence representation (DOR)
can be considered the dual of the TF-IDF
representation widely used in the Information
Retrieval field [23]. DOR is based on the
hypothesis that the semantics of a term can be
revealed by its distribution of occurrence-statistics
over the documents in the corpus. A term ti
that belongs to the vocabulary V is represented
by a vector of weights associated to documents
~wi = hwi,1, · · · ,wi,N i where N is the number of
documents in the collection and 0  wi,j  1
represents the contribution of document dj .

3.1.2 Term Co-Occurrence Representation

Term Co-Occurrence Representation (TCOR) is
based on co-occurrence statistics 23 . The
underlying idea is that the semantics of a term
ti can be revealed by the terms that co-occur
with it across the documents collection. Here,
each term ti 2 V is represented by a vector of
weights ~wi =

⌦
wi,1, · · · ,wi,|V|

↵
where 0  wi,j 

1 represents the contribution of term tj to the
semantic description of ti.

3.1.3 Word Embeddings: Word2vec

Recently, a prevalent group of related models
for producing word embeddings is word2vec [35].
These models are shallow, two-layer neural
networks trained to reconstruct the linguistic
contexts of words.

Word2vec takes as its input a large corpus of
texts and produces a vector space, typically of a
few hundreds of dimensions, where each term in
the corpus is assigned to a corresponding vector
~wi in the space. Thus, once the word vectors have
been computed and positioned in the vector space,
words that share common contexts in the corpus
are located close to each other in the space [34].

In our experiments, we built the word embed-
dings (i.e., vectors ~wi) using the skip-gram model.

3.1.4 Subprofile Specific Representation

The intuitive idea of the second order attributes
consists in representing the terms by their relation
with each target class [26 29]. This can be done
by exploiting occurrence-statistics over the set of
documents in each one of the target classes.

In this way, we represent each term ti 2 V with a
vector ~wi = hwi,1, · · · ,wi,qi, where the scalar wi,k

is the degree of association between word ti and
class Ck. Under this DTR, the weight wi,k is directly
related to the number of occurrences of term ti in
documents that are labeled with class Ck.

In [29], second order attributes were modeled at
sub-profile level; mainly, it was proposed to cluster
the instances from each target in order to generate
several subclasses. The idea was to consider the
high heterogeneity of social media users.

Utilizing this process, the set of target classes C
will now correspond to the set of all subgroups from
the original target classes. This new representation
is called Subprofile-based Representation (SSR),
and is considered one of the state-of-the-art
representations for AP.
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3.2 Experiments and Results

This section explains the experiments that were
carried out using the proposed framework. As
we have previously mentioned, we aim at
determining the pertinence of distributional term
representations (DTRs) to the AP task in distinct
social media domains. Accordingly, this section
is organized as follows: first, Subsection 3.2.1
explains the experimental settings for all the
experiments, then, Subsection 3.3 describes the
results obtained by each DTR in the four different
social media domains.

3.2.1 Experimental Setup

Preprocessing: For computing the DTRs of each
social media domain we considered the 10,000
most frequent terms. We did not remove any
term, i.e., we preserved all content words, stop
words, emoticons, punctuations marks, etc. In one
previous work [29] demonstrated that preserving
only the 10,000 most frequent words is enough for
achieving a good representation of the documents.

Text representation: The different DTRs were
computed as described in Section 3.1

Classification: Following the same configuration
as in previous works (please refer to 4 ), in all
the experiments we used the linear Support Vector
Machine (SVM) from the LIBLINEAR library with
default parameters [11 .

Baseline: As baseline we employed the traditional
bag-of-words (BoW) representation. We also
compared the results from the different DTRs to
those obtained by topic modeling representations
such as LSA and LDA as well as to those from the
top systems from the PAN@2014 AP track.

Evaluation: We performed a stratified 10
cross-fold validation (10-CFV) strategy. For
comparison purposes, and following the PAN
guidelines, we employed the accuracy as the main
evaluation measure. Finally, we evaluated the
statistical significance of the obtained results using
a 0.05 significance level utilizing the Wilcoxon
Signed-Ranks test since is recommended for these
cases by [9].

Table 8. F-measure results obtained by the DTRs for the
age classification problem

Approach Text genres

Blogs Reviews Social Media Twitter

DOR 0.38 0.30 0.29 0.35
TCOR 0.22 0.21 0.23 0.31
w2v-wiki 0.21 0.21 0.23 0.30
w2v-sm 0.20 0.20 0.24 0.28
SSR 0.36 0.27 0.26 0.33

Baseline 0.21 0.19 0.23 0.21

Table 9. F-measure results obtained by the employed
DTRs for the gender classification task

App. Text genres

Blogs Reviews Social Media Twitter

DOR 0.78? 0.69? 0.52 0.70
TCOR 0.56 0.62 0.41 0.54
w2v-wiki 0.75? 0.64 0.52 0.69
w2v-sm 0.74 0.64 0.54 0.66
SSR 0.78? 0.69? 0.55? 0.71

Baseline 0.72 0.62 0.52 0.70

3.3 Results

This section is organized as follows: first, we
show the results from different DTRs for the age
and gender classification tasks; then, we compare
them against some topic-based representations
and the best approaches from PAN 2014.

3.3.1 Age and Gender Identification Using
DTRs

Table 8 shows the F-measures results for age.
Also, Table 9 shows the obtained results for
the gender classification problems respectively.
Each row represents one of the described DTRs,
i.e., DOR, TCOR, word2vec, and SSR, while the
last row represents the baseline results. Every
column refers to a distinct social media genre.
In these tables, the best results are highlighted
using boldface, and the star symbol (?) indicates
the differences that are statistically significant
concerning the baseline results (in accordance to
the used test; for details refer to Section 3.2.1).

Obtained results indicate that all DTRs, except
for TCOR, outperformed the baseline method.
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Table 10. Comparison of the best DTRs against topic-
based methods in the age classification task

Approach Text genres

Blogs Reviews Social Media Twitter

DOR 0.49† 0.36† 0.38†‡ 0.47‡

SSR 0.48† 0.34† 0.37‡ 0.48†‡

LDA 0.44 0.27 0.37 0.47
LSA 0.49 0.37 0.36 0.45

[33] 0.38 0.33 0.36 0.44
[48 0.39 0.31 0.35 0.41
[49] 0.45 0.37 0.42 0.52

In particular, DOR and SSR show statistically
significant differences. These two methods
obtained comparable results, being DOR slightly
better than SSR in 5 out of 8 classification
problems, which is an interesting result since SSR
was among the winning approaches at PAN 2014.
On the other hand, we attribute the low accuracy
results showed by TCOR to the strong expansion
that it imposes to the document representations.

Considering direct term co-occurrences causes
the inclusion of many unrelated and unimportant
terms in the document vectors, and, therefore, it
complexities the extraction of profiling patterns.

Finally, another essential aspect to notice is
the fact that both w2v-wiki and w2v-sm obtained
similar results in each of the classifications
problems, although the former learned the
embeddings from a corpus that is not thematically
and neither stylistically similar to the social media
content. We presume these results could be
explained by the relatively small size of the social
media training collections, and, at the same time,
by the large size and broad coverage of the used
Wikipedia dataset, which has a vocabulary of
1,033,013 words.

Tables 10 and 11 compare the results from
DOR and SSR, the best DTRs according to the
previous results, against the results from two
well-known topic-based representations, namely
LDA and LSA.

Regarding the LSA results, it is possible
to observe, on the one hand, that for age
classification (refer to Table 10), its average
performance is similar to the one from DOR,

Table 11. Comparison of best DTRs against topic-based
methods in the gender classification task

Approach Text genres

Blogs Reviews Social Media Twitter

DOR 0.78† 0.69† 0.52 0.70†

SSR 0.78† 0.69† 0.55† ‡

LDA 0.61 0.55 0.52 0.64
LSA 0.78 0.69 0.53 0.70

[33] 0.57 0.66 0.53 0.66
[48] 0.64 0.68 0.54 0.51
[49] 0.82 0.71 0.57 0.78

i.e., 42%. However, the only domain in which
LSA outperforms DOR is in the reviews dataset.
Nonetheless, there is no significant difference
between these results. On the other hand, for
gender classification (Table 11), LSA was not able
to improve any result from DOR and SSR. It is
important to mention that, although their results
are comparable, LSA is a parametric method, and,
therefore, tunning is required.

Finally, the works [33], [48] and [49] are the best
results for the PAN@2014 forum.

4 Image Author Profiling Approach

4.1 Open-Vocabulary Method

The adopted UAIA method for labeling images
with an open vocabulary approach was proposed
in 36]. The general idea of this method relies
on the use of a multimodal indexing M composes
of visual prototypes that are used for labeling
new images.

Given a reference collection of documents D that
include texts T and images I. First, each image in
V is represented by a visual feature vi. In our case,
we use the VGG-16 pre-trained model proposed
in [46 for visual extraction. Then, each extracted
word, i.e. ti, from T is represented by visual vector
resulting from combining images that co-occur with
the word, i.e., visual features of images included in
documents where the word appears.

Mathematically, multimodal indexing could be
done as follows:

M = T T · V , (2)
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Fig. 2. Illustrate of how the annotator builds visual prototypes. In this example the method uses all images where
appears the word ’pizza’ and as result obtains its visual prototype

where M is the multimodal indexing obtained by
the product of textual T and visual features V of
documents. The advantage of the UAIA method is
the capability to build visual prototypes from free
and large vocabularies extracted from reference
collections. The whole process is illustrated in
Figure 2, for the case, note that the word ’pizza’
is bigger when it appears with more frequency in
the document. This mechanism prevents to add
images with no relevance to the word.

For annotating a new image, first, it is
described in a common representation to the visual
prototypes, then it is compared for estimating a
similarity score based on cosine distance:

cosine(q,M) =
q · mi

|q|⇥ |mi|
, (3)

where q is the visual representation of the query
image, and mi is the i � th visual prototype in
M. The query image is compared with each visual
prototype in M, and n of the most similar visual
prototypes, that is, the n of the most similar words
are used for annotating the image.

LSA captures the topics in a corpus applying a
mathematical technique called singular value de-

composition (SVD) while preserving the similarity
structure among the texts. The underlying idea is
that the aggregate of all the word contexts, in which
a given word does and does not appear, it provides
a set of mutual constraints that largely determines
the similarity of meaning of words and sets of
words to each other. Unlike BoW, LSA represents
each document Dj into a k-dimensional vector
where k represents the number of discovered
topics, thus, Dj = {x1,x2, ...,xi, ...,xk}.

Each dimension i in the vector represents the
weight of a topic i in the document j [16]. For the
performed experiments, when we apply LSA on the
posts’ text we express it as LSAT , and when we
use LSA on the labels extracted from the image
annotation methods, we express it as LSAI .

4.2 Results

Table 12 shows the results of the proposal
compared with the individual text results as BoW
and LSAT for the Mexican collections for the 3
traits. Also, we compared the proposal results with
the AlexNet [22] and RCNN [14] models. These
models are based on deep learning and represent
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Table 12. Obtained performance for the gender, occupation, and location tasks on the MEX-A3T corpus

Gender Identification Task

Approach Accuracy F1

Textual base-
lines

BoW 0.80 0.80
LSAT 0.79 0.79

Visual
baselines

AlexNet [22] 0.65 0.65
RCNN [14] 0.64 0.64

Proposed BoL 0.74* 0.74
LSAI 0.79* 0.79

Multi modal DOR+LSAI 0.79* 0.79

Occupation Identification Task

Textual base-
lines

BoWk 0.64 0.34
LSAT 0.65 0.25

Visual
baselines

AlexNet [22] 0.52 0.23
RCNN 14] 0.54 0.24

Proposed BoL 0.63* 0.34
LSAI 0.65* 0.34

Multi modal DOR+LSAI 0.68* 0.39

Location Identification Task

Textual base-
lines

BoW 0.52 0.37
LSAT 0.71 0.57

Visual
baselines

AlexNet 22] 0.35 0.24
RCNN 14] 0.35 0.23

Proposed BoL 0.44* 0.28
LSAI (k=100) 0.50* 0.31

Multi modal DOR+LSAI 0.68* 0.58

each image as a vector of 1000 semantic features.
The proposal is represented as BoL for the bag of
labels and LSAI for the implementation of LSA for
the labels of BoL.

For all traits, the textual representations obtain
better or very similar results than the image
representations. This indicates that the textual
information is more valuable than the image
information. Also, for the three traits, the
proposal results overcome the deep learning

based methods. Particularly, LSII overcomes
the BoL implementation, it seems that to
group the labels by their contest provides a
better representation.

Finally, we implement a fusion strategy for
taking advantage of both modalities. We use
the late fusion [30] concatenated both spaces,
DOR (the best DTR result) and LSAI (the best
image representation). As we can see, the most
noticeable difference occurs for the location trait
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however, for occupation, the results are better with
the fusion too. But, for gender trait, the text result is
still the best result. This could occurs because the
occupation and location are traits unbalanced and
the gender trait is balanced, Thus the occupation
and location traits are harder tasks than the gender
classification and it is necessary more information
to help the classification [31 .

5 Cross-Language Gender Prediction

We appraise the robustness of our proposed
method under a cross-lingual scenario [12, 27].
For this, we performed several experiments training
and evaluating using distinct source and target
languages, and compared against the best results
obtained in a monolingual situation.

The hypothesis behind this idea establishes that
users with distinct native languages, having a
similar profile, will share analogous images. To
the best of our knowledge, this is the first attempt
in proposing a cross-language gender prediction
method based on merely visual information.

In order to prove this hypothesis, we performed
a series of experiments for the gender prediction
task4. Similar to the previous experiments, we
compare the performance of the closed vocabulary
approaches (AlexNet and RCNN) against the
performance of the open vocabulary approach
(LSAI ) under a cross-lingual scenario.

Table 13. Cross language results using AlexNet as
image annotation method

Source Target Acc. F1
F1 F1

language language Male Female

EN EN 0.58 0.58 0.56 0.60
SP EN 0.59 0.59 0.59 0.59

SP+EN EN 0.61 0.61* 0.60 0.62

SP SP 0.65 0.65 0.65 0.65
EN SP 0.64 0.64 0.64 0.64

SP+EN SP 0.66 0.66* 0.66 0.66

4The gender trait is the only common trait among both
datasets, i.e., PAN 2014 and MEX-A3T

Table 14. Cross language results using RCNN as image
annotation method

Source Target Acc. F1
F1 F1

language language Male Female

EN EN 0.56 0.56 0.56 0.56
SP EN 0.60 0.55 0.70 0.40

SP+EN EN 0.61 0.61* 0.61 0.61

SP SP 0.64 0.64 0.64 0.64
EN SP 0.64 0.59 0.46 0.72

SP+EN SP 0.65 0.65* 0.64 0.66

Table 15. Cross language results using the proposed
method under the LSAI . The number between
parenthesis indicates the value of the k parameter for
the LSA method

Source Target Acc. F1
F1 F1

language language Male Female

EN EN(100) 0.72 0.72 0.71 0.72
SP EN(100) 0.60 0.55 0.70 0.40

SP+EN EN(50) 0.84 0.84* 0.84 0.84

SP SP(100) 0.79 0.79 0.79 0.79
EN SP(100) 0.64 0.59 0.46 0.72

SP+EN SP(50) 0.80 0.80* 0.80 0.80

5.1 Results

Table 13, 14 and 15 show the obtained results
using ALexNet, RCNN and LSAI methods for
labeling the visual information. It is interesting to
observe that when only one language is used for
training (EN! EN, SP!EN, SP!SP, EN!SP ),
achieved performance is very similar for all AIA
methods. However, a significant improvement
is obtained when the combination of the two
languages (SP+EN) is employed to train the
classification model Particularly, observe the LSAI

method (Table 15) outperforms both AlexNet (Table
13) and RCNN (Table 14) configurations.

These results evidentiate that similar users
share in fact similar images, allowing an automatic
classifier to distinguish among users, regardless
of their native language. In order to exemplify
this affirmation, we took on the task of retrieving
the most important images from the top 5 topics
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(a) Topic 1: People (b) Topic 2: Sports

(c) Topic 3: Women (d) Topi 4: Technology

(e) Topic 5: Diagrams

Fig. 3. Representative images for each topic extracted with LSA
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identified by the LSAI approach. Figure 3
illustrates the retrieved images.

For each topic six images are shown, where
the three from the left correspond to Spanish
speaking users, and the three on the right to
English speaking users. After observing the
retrieved images, is possible to conclude that
shared images by users not sharing language,
at least between males and females, contain
similar characteristics. This language and
culture independent phenomenon indicates that is
possible to configure cross-lingual AP methods.

6 Conclusions

As a result of this work, the following conclusions
were obtained.

DTR’s have advantages in the author profiling
task compared with other approaches to capture
the content of the texts. In particular, DOR
presents the best behavior, besides that DOR is
not a parameterized approach, which causes it to
be a simpler and more efficient approach to this
task. Also, a significant advantage of DOR is its
robustness across different social media genres,
contrary to others approaches.

Automatic image annotation based on open
vocabulary approaches is better to represent the
images than the closed vocabulary approaches for
the Author profiling task.

There is complementarity among the textual and
image modalities since it is possible to overcome
the individual results with fusion schemes.

Also, it is possible to use image information from
another corpus, even if the corpus is in another
language. This seems reasonable, taking into
account that images are language independent.
It seems that the open vocabulary approach with
LSAI represents better the images from different
native languages users.
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31. Loyola-González, O., Martı́nez-Trinidad, J. F.,
Carrasco-Ochoa, J. A., & Garcı́a-Borroto, M.
(2016). Effect of class imbalance on quality
measures for contrast patterns: An experimental
study. Information Sciences, Vol. 374, pp. 179–192.
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Abstract

Language detection is a key part of the
NLP pipeline for text processing. The task
of automatically detecting languages be-
longing to disjoint groups is relatively easy.
It is considerably challenging to detect lan-
guages that have similar origins or dialects.
This paper describes Idiap’s submission to
the 2020 Germeval evaluation campaign1

on Swiss-German language detection. In
this work, we have given high dimensional
features generated from the text data as
input to a supervised autoencoder for de-
tecting languages with dialect variances.
Bayesian optimizer was used to fine-tune
the hyper-parameters of the supervised au-
toencoder. To the best of our knowledge,
we are first to apply supervised autoen-
coder for the language detection task.

1 Introduction

The increased usage of smartphones, social me-
dia, and the internet has led to rapid growth in the
generation of short linguistic texts. Thus, identifi-
cation of language is a key component in building
various NLP resources (Kocmi and Bojar, 2017).
Language detection is the task of determining the
language for the given text. Although it has pro-
gressed substantially, still few challenges exist: (1)
distinguishing among similar languages, (2) detec-
tion of languages when multiple language contents
exist within a single document, and (3) language
identification in very short texts (Balazevic et al.,
2016; Lui et al., 2014; Williams and Dagli, 2017).

Copyright c� 2020 for this paper by its authors. Use permitted

under Creative Commons License Attribution 4.0 Interna-

tional (CC BY 4.0)
1https://sites.google.com/view/

gswid2020

It is a difficult task to discriminate between very
close languages or dialects (for example, German
dialect identification, Indo-Aryan language identifi-
cation (Jauhiainen et al., 2019a)). Although dialect
identification is commonly based on the distribu-
tions of letters or letter n-grams, it may not be possi-
ble to distinguish related dialects with very similar
phoneme and grapheme inventories for some lan-
guages (Scherrer and Rambow, 2010).

Many authors proposed traditional machine
learning approaches for language detection like
Naive Bayes, SVM, word and character n-grams,
graph-based n-grams, prediction partial matching
(PPM), linear interpolation with post-independent
weight optimization and majority voting for com-
bining multiple classifiers, etc. (Jauhiainen et al.,
2019b).

More recently, deep learning techniques have
shown substantial performance in many NLP tasks
including language detection (Oro et al., 2018).
In the context of deep learning techniques, many
papers have demonstrated the capability of semi-
supervised autoencoders solving different tasks, in-
dicating that the use of autoencoders allows learn-
ing a representation when trained with unlabeled
data. (Ranzato and Szummer, 2008; Rasmus et al.,
2015). However, as per our literature survey, none
of the recent research has applied autoencoder for
the language detection task. In this paper, we
propose a supervised configuration of the autoen-
coders, which utilizes labels for learning the repre-
sentation. To the best of our knowledge, this is the
first time this technology is evaluated in the context
of the language detection task.

1.1 Supervised Autoencoder
An autoencoder (AE) is a neural network that learns
a representation (encoding) of input data and then
learns to reconstruct the original input from the
learned representation. The autoencoder is mainly



used for dimensionality reduction or feature extrac-
tion (Zhu and Zhang, 2019). Normally, it is used
in an unsupervised learning fashion, meaning that
we leverage the neural network for the task of rep-
resentation learning. By learning to reconstruct the
input, the AE extracts underlying abstract attributes
that facilitate accurate prediction of the input.

Thus, a supervised autoencoder (SAE) is an au-
toencoder with the addition of a supervised loss
on the representation layer. For the case of a sin-
gle hidden layer, a supervised loss is added to the
output layer and for a deeper autoencoder, the in-
nermost (smallest) layer would have a supervised
loss added to the bottleneck layer that is usually
transferred to the supervised layer after training the
autoencoder.

In supervised learning, the goal is to learn a
function for a vector of inputs x 2 Rd to predict
a vector of targets y 2 Rm. Consider SAE with
a single hidden layer of size k, and the weights
for the first layer are F 2 Rk⇥d. The function is
trained on a finite batch of independent and identi-
cally distributed (i.i.d.) data, (x1,y1), ..., (xt,yt),
with the goal of a more accurate prediction on
new samples generated from the same distribution.
The weight for the output layer consists of weights
Wp 2 Rm⇥k to predict y and Wr 2 Rd⇥k to re-
construct x. Let Lp be the supervised loss and Lr

be the loss for the reconstruction error. In the case
of regression, both losses might be represented by
a squared error, resulting in the objective:

1

t

tX

i=1

h
Lp(WpFxi,yi) + Lr(WrFxi,xi)

i
=

1

2t

tX

i=1

h
||WpFxi � yi||22 + ||WrFxi � xi||22

i

(1)

The addition of supervised loss to the autoen-
coder loss function acts as regularizer and results
(as shown in equation 1) in the learning of the better
representation for the desired task (Le et al., 2018).

1.2 Bayesian Optimizer

In the case of SAE, there are many hyperparameters
related to (a) Model construction and (b) Optimiza-
tion. Hence, SAE training without any hyperparam-
eter tuning usually results in poor performance due
to the dependencies that may result in simultaneous
over/under-fitting.

Global optimization is considered to be a chal-
lenging problem of finding the globally best solu-
tion of (possibly nonlinear) models, in the (possi-
ble or known) presence of multiple local optima.
Bayesian optimization (BO) is shown to outper-
form other state-of-the-art global optimization algo-
rithms on several challenging optimization bench-
mark functions (Snoek et al., 2012; Bergstra and
Bengio, 2012). BO provides a principled technique
based on Bayes theorem to direct a search for a
global optimization problem that is efficient and ef-
fective. It works by building a probabilistic model
of the objective function, called the surrogate func-
tion, that is then searched efficiently with an acqui-
sition function before candidate samples are chosen
for evaluation on the real objective function. It tries
to solve the minimization problem:

X⇤ = argmin
x2�

f(x), (2)

where we consider � to be a compact subset of Rk

(Snoek et al., 2015).
Thus, we employed BO for hyperparameter op-

timization where the objective is to find the hyper-
parameters of a given machine learning algorithm,
for this, we preserved the best performance as mea-
sured on a validation set.

2 Proposed Method

The architecture of the proposed model is shown
in Figure 1. We used character n-grams as fea-
tures from the input text. In comparison to word
n-grams, which only capture the identity of a word
and its possible neighbors, character n-grams are
additionally capable of providing an excellent trade-
off between sparseness and word’s identity, while
at the same time they combine different types of
information: punctuation, morphological makeup
of a word, lexicon and even context (Wei et al.,
2009; Kulmizev et al., 2017; Sánchez-Vega et al.,
2019). The extracted n-gram features are input to
the deep SAE as shown in the Figure 1. The deep
SAE contains multiple hidden layers. We used the
BO for selecting the optimal parameters.

3 Experimental Setup and Datasets

The training dataset was provided by the organizers
of the shared task. The training2 dataset consists of
2,000 tweets in the Swiss-German language. The

2Although 2K Twitter ids were provided, we were not able
to retrieve them all, resulting in 1976 training instances.



Figure 1: Proposed model architecture. The extracted features of the text are fed to the supervised autoencoder.
The targets “y” are included. The classification output are the language ids for the classified languages.

participants were allowed to use any additional
resources as training datasets. As part of the addi-
tional resources recommended by the organizers,
the following Swiss-German datasets were sug-
gested: NOAH 3 (Hollenstein and Aepli, 2015),
and SwissCrawl 4(Linder et al., 2019); which we
used in our experiments.

The test data released by the organizers consists
of 5,374 Tweets (mix of different languages) to
be classified as Swiss-German versus not Swiss-
German.

The training dataset provided by the organizer
did not have any non-Swiss-German text. In addi-
tion to the recommended Swiss-German datasets,
we have used other non-Swiss-German datasets
(DSL 5 (Tan et al., 2014a), and Ling10 6) for train-
ing our models.

• DSL Dataset: The data obtained from the
“Discriminating between Similar Language
(DSL) Shared Task 2015” contains 13 dif-
ferent languages as shown in Table 1. The
DSL corpus collection have different versions
based on different language group which pro-
vides datasets for researchers to test their sys-
tems (Tan et al., 2014a). We selected DSLCC
version 2.0 7 in our experiments (Tan et al.,
2014b).

• Ling10 Dataset : The Ling10 dataset contains
3https://noe-eva.github.io/

NOAH-Corpus/
4https://icosys.ch/swisscrawl
5http://ttg.uni-saarland.de/resources/

DSLCC/
6https://github.com/johnolafenwa/

Ling10
7https://github.com/Simdiva/DSL-Task/

tree/master/data/DSLCC-v2.0

190,000 sentences categorized into 10 lan-
guages (English, French, Portuguese, Chinese
Mandarin, Russian, Hebrew, Polish, Japanese,
Italian, Dutch) mainly used for language de-
tection and benchmarking NLP algorithms.
We considered “Ling10-trainlarge” (one of
the three variants of Ling10 dataset) in our
experiment.

Group Name Language Id
South Eastern Slavic Bulgarian bg

Macedonian mk
South Western Slavic Bosnian bs

Croatian hr
Serbian sr

West-Slavic Czech cz
Slovak sk

Ibero-
Romance(Spanish)

Peninsular Spain es-ES

Argentinian Spanish es-AR
Ibero-
Romance(Portuguese)

Brazilian Portuguese pt-BR

European Portuguese pt-PT
Astronesian Indonesian id

Malay my

Table 1: DSL Language Group. Similar languages
with their language code.

As the task is a binary classification of Swiss-
German versus not Swiss-German, we have split
all our collection of datasets including the training
set provided by the organizers into two categories
as follows:

• Swiss-German (NOAH, SwissCrawl, Swiss-
German Training Tweets).

• not Swiss-German (DSL, Ling10).
Accordingly, we labeled the target class of all

the Swiss-German text as “gsw” (Swiss-German)
and labeled the target class of all other language



text as “not gsw”).
We prepared three settings (S1, S2, and S3) com-

bining the above datasets in different proportions
of Swiss-German versus not Swiss-German lan-
guages for training the model. The statistics of the
datasets for the settings are shown in Table 2.

We mixed the datasets of Swiss-German and
other languages and split them into different ratios
for training and development as per the settings. In
each setting, the training and development set is
different based on the selection of the number of
sentences from each dataset. We used the test set
provided by the shared task organizers. As the test
set includes twitter text during preprocessing, we
removed emojis and other unnecessary symbols.

The range of values for the hyperparameters
search space is shown in Table 3. During training,
BO chooses the best hyperparameters from this
range. The overall configuration of the SAE model
is shown in Table 4.

4 Results and Discussion

We evaluated the development set performance and
the test set evaluation performed by the shared task
organizers. The development set performance is
given in section Section 4.1 and the test set perfor-
mance in Section 4.2.

Our evaluation includes calculating classification
accuracy based on the predicted label compared
with the actual label. The organizers calculated pre-

cision, average precision, recall, and F1 score for
each of the submissions. As known, precision is the
ratio of correctly predicted positive observations
to the total predicted positive observations; recall

(or sensitivity) is the ratio of correctly predicted
positive observations to all observations in actual
positive class, and the F1 score is the weighted
average of precision and recall.

Organizers also generated the Receiver Operat-
ing Characteristic curve (ROC), Area Under the
ROC Curve (AUC), and Precision-Recall (PR)
curves. The AUC - ROC curve is a performance
measurement at various threshold settings. ROC is
a probability curve and AUC represents the degree
or measure of separability. It indicates how much a
trained model is capable of distinguishing between
classes, thus, the higher the AUC, the better the
model performance. Finally, PR curves summarize
the trade-off between the true positive rate and the
positive predictive value for a predictive model us-
ing different probability thresholds; hence, a good

Confusion matrix for setting S1 on dev set.

Confusion matrix for setting S2 on dev set.

Confusion matrix for setting S3 on dev set.

Figure 2: Confusion matrix on the development (dev)
set for the setting S1, S2, and S3. The confusion matrix
shows the correct and incorrect predictions with count
values broken down by each class i.e. “gsw” (Swiss-
German) or “not gsw” (not Swiss-German).

model is represented by a curve that bows towards
(1,1).

4.1 Development Set

The SAE model performance for the three settings
(S1, S2, and S3) on the development set is shown in
Table 5. The confusion matrix for all the settings
on the development set is shown in Figure 2. The
confusion matrix shows the correct and incorrect
predictions with count values broken down by each
class i.e. “gsw” (Swiss-German) or “not gsw” (not



Setting Datasets and Language Distribution Distribution Training Dev Test
(Overall)

S1 NOAH (Swiss-German) 7,327 (8%) 50% Swiss-German 80,000 20,000 5,374
SwissCrawl (Swiss-German) 40,697 (40%) 50% not Swiss-German
SwissTextTrain (Swiss-German) 1,976 (2 %)
DSL (not Swiss-German) 25,000 (25 %)
Ling10 (not Swiss-German) 25,000 (25 %)

S2 NOAH (Swiss-German) 7,327 (5%) 61% Swiss-German 130,000 20,000 5,374
SwissCrawl (Swiss-German) 81,841 (55 %) 39% not Swiss German
SwissTextTrain (Swiss-German) 1,976 (1 %)
DSL (not Swiss-German) 25,000 (17 %)
Ling10 (not Swiss-German) 33,856 (22 %)

S3 NOAH (Swiss-German) 7,327 (4 %) 46% Swiss-German 180,000 20,000 5,374
SwissCrawl (Swiss-German) 81,841 (41 %) 54% not Swiss-German
SwissTextTrain (Swiss-German) 1,976 (1 %)
DSL (not Swiss-German) 50,000 (25 %)
Ling10 (not Swiss-German) 58,856 (29 %)

Table 2: Dataset Statistics. The training-development-test set distribution for each of setting (S1, S2 and S3). The
distribution is based on the number of sentences selected from the datasets.

Hyper Parameter Range
number of layer 1-5
learning rate 10�5 � 10�2

weight decay 10�6 � 10�3

activation functions ‘relu’, ‘sigma’

Table 3: Search space hyper parameter range.

Parameter Value
char n gram range 1-3
number of target 2
embedding dimension 300
supervision ‘clf’ (classification)
converge threshold 0.00001
number of epochs 500

Table 4: SAE model configuration used for training.

Swiss-German).

Accuracy (%)
Model Setting Development Set
SAE (char-3gram) S1 100
SAE (char-3gram) S2 100
SAE (char-3gram) S3 100

Table 5: Swiss-German language detection perfor-
mance (classification accuracy) of the proposed model
on the development set based on the setting S1, S2, and
S3.

4.2 Test Set
The overall result announced by the organizers on
test set is shown in the Table 6 and in the Figure 3.
Our submission labeled as “IDIAP”, obtained the
results 0.777, 0.998, and 0.872 for precision (prec),
recall (rec), and F1 score respectively for the setting
S3 as shown in Table 6. The detailed performance
of each of our setting is shown in Table 7.

Precision Recall F1
IDIAP 0.775 0.998 0.872

jj-cl-uzh 0.945 0.993 0.968
Mohammadreza 0.984 0.979 0.982

Banaei

Table 6: Shared task result announced by the organiz-
ers displaying participant team and their model perfor-
mance (Precision, Recall, and F1).

Setting Prec Rec F1 Avg. AUROC(gsw) (gsw) (gsw) Prec
S1 0.649 0.997 0.786 0.871 0.924
S2 0.673 0.997 0.804 0.911 0.946
S3 0.775 0.998 0.872 0.965 0.975

Table 7: Performance of setting S1, S2, and S3.

Based on our initial analysis, we presume that
the low performance of the SAE on the test set is
due to the very few samples of twitter data available
in the training data.

5 Conclusion

In this paper, we have shown the pertinence of SAE
with Bayesian optimizer for the language detection
task. Obtained results are encouraging, and SAE
was found effective for discriminate between very
close languages or dialects. The proposed model
can be extended by creating a host of features such
as character n-gram, word n-gram, word counts, etc
and then passing it through autoencoder to choose
the best features. In future work, we plan to (i) ver-
ify our model (SAE with BO) with other language
detection datasets, and (ii) include more short texts,
particularly Twitter data, in the training set and



Figure 3: Official results announced by the organizers displaying team’s performance (ROC, PR curves).

verify the performance of our model under a more
balanced data type scenario.
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Abstract

In this paper, we describe the participa-
tion of the Idiap Research Institute at Ger-
mEval 2020 shared task on the Classifi-
cation and Regression of Cognitive and
Motivational style from Text, specifically
on subtask 2, Classification of the Oper-
ant Motive Test (OMT). Generally speak-
ing, GermEval 2020 aims at encourag-
ing the Natural Language Understanding
(NLU) research community in proposing
novel methodologies for assessing the con-
nection between freely written texts and
its cognitive and motivational styles. For
evaluating this task, organizers provided
a large dataset containing textual descrip-
tions, in German language, generated by
more than 14,000 participants. Our par-
ticipation aims at evaluating the impact
of advanced language representation, e.g.,
Bert, XLM, and DistilBERT in combina-
tion with some traditional machine learn-
ing algorithms. Our best configuration was
able to obtain an F1 macro of 69.8% on the
test partition, which represents a relative
improvement of 7.4% in comparison to the
proposed baseline.

1 Introduction

The idea that language use reveals information
about personality has long circulated in the so-
cial and medical sciences. The ways people use
words convey a great deal of information about
themselves (Pennebaker et al., 2003). Psycholin-
guistics theory has shown the presence of linguistic
indicators that could be important for determining

Copyright c� 2020 for this paper by its authors. Use permitted
under Creative Commons License Attribution 4.0 Interna-
tional (CC BY 4.0)

aptitudes and academic development in subjects
(Pennebaker et al., 2014), however, many of these
research has focused on the analysis of self-reports
or essays.

In contrast, implicit motives, indicators used by
psychologies during aptitude diagnosis, are not
readily accessible features to the conscious mind
and, therefore, not assessable using self-reports of
personal needs (Gawronski and De Houwer, 2014).
Instead, implicit motives are primarily assessed
using indirect measures that rely on projective tech-
niques that instruct individuals to produce imagi-
native stories based on ambiguous picture stimuli
that depict people in different situations. Such stim-
uli influence the content of the individual’s fantasy
and are projected onto the characters of the stories
which the individual writes about from these pic-
tures (Johannßen and Biemann, 2018, 2019; Johan-
nßen et al., 2019). Consequently, this motivational
response emerges through the contents of the writ-
ten imaginative material and can be coded for its
motive imagery using standardized and validated
content coding systems.

The most frequently used measures of implicit
motives are Picture Story Exercise (PSE) (Mc-
Clelland et al., 1989), Thematic Apperception
Test (TAT) (Murray, 1943), Multi-Motive Grid
(MMG) (Sokolowski et al., 2000), and Operant
Motive Test (OMT) (Kuhl and Scheffer, 1999; Den-
zinger and Brandstätter, 2018). Generally speak-
ing, these tests are based on the operant methods,
i.e., participants are asked ambiguous questions
or are shown simple images, which they have to
describe. Specifically, during the OMT test, sub-
jects are shown sketched scenarios with multiple
persons in non-specified situations, which required
to use introspection and assess their psychological
attributes unconsciously. Psychologists label these
textual answers with one of five motives, namely
M-power, A-affiliation, L-achievement, F-freedom,
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and 0-zero. And, each motive is associated with its
corresponding level (from 0 to 5).

Accordingly, the “GermEval 2020 Task on the
Classification and Regression of Cognitive and
Emotional Style from Text”,1 shared subtask 2,
proposes an exploratory task on the Classifica-
tion of the Operant Motive Test (OMT). The chal-
lenge consists of automatically processing pieces
of text, generated by undergraduate students dur-
ing an OMT test, and to correctly detect subjects
corresponding motive/level combination.

To address the OMT task, we evaluate the im-
pact of deep learning architectures such as Trans-
formers (Wolf et al., 2019), namely Bert (Devlin
et al., 2019), XLM (Conneau and Lample, 2019),
DistilBert (Sanh et al., 2019). We compare its per-
formance against traditional classification methods,
e.g., fully connected neural networks. We com-
pared the efficiency of these recent methodologies
and compare them under different configuration
parameters. Our results indicate that performing a
fine-tuning of Bert is possible to obtain a 7.4%
relative improvement in comparison to the pro-
posed baseline, and the 2nd place overall during
GermEval 2020 edition.

The rest of the paper is organized as follows.
Section 2 describes the dataset and provides some
statistics. The details of our methodology are pro-
vided in Section 3. Performed experiments and
obtained results are shown in Section 3.2. Finally,
we share the conclusion of our work in Section 5.

2 Dataset

To perform our experiments, we employed the
dataset available in the GermEval 2020 shared task
on the “Classification and Regression of Cognitive
and Motivational style from the text”, described
in Johannßen et al. (2020). The provided data, in
German language, has been collected from more
14,600 subjects that participated in the OMT test.
Each answer was manually labeled with the mo-
tives (0, A, L, M, F) and the levels (from 0 to 5),
resulting in a 30 class classification problem. This
annotation was performed by an expert psycholo-
gist, trained by the OMT manual as described in
(Kuhl and Scheffer, 1999). The distribution of the
dataset is: 167,200 for training (train), 20,900 for

1https://www.inf.uni-hamburg.
de/en/inst/ab/lt/resources/data/
germeval-2020-cognitive-motive.html

Training

Average (�) Total

Tokens 20.27 (±12.08) 3,389,945
Vocabulary 18.07 (±9.82) 267,620
LR 0.92 (± 0.08) 0.08

Development

Average (�) Total

Tokens 20.38 (±12.17) 425,880
Vocabulary 18.17 (±9.94) 55,606
LR 0.92 (± 0.08) 0.13

Test

Average (�) Total

Tokens 20.24 (±12.01) 423,018
Vocabulary 18.05 (±9.76) 55,592
LR 0.92 (±0.08) 0.13

Table 1: Statistics of the OMT dataset in terms of num-
ber of tokens, vocabulary size and lexical richness. The
minimum length of the texts is 1 token, while the maxi-
mum length is 99, 90, and 96 tokens for train, dev, and
test partitions respectively. In all partitions, the 75% of
the data has a length of 27 tokens.

development (dev), and 20,900 for testing (test).2

Table 1 shows some statistics of the GermEval
2020 dataset, for train, dev, and test partitions. We
compute the average number of tokens, vocabulary,
and lexical richness of each text in the dataset. Lex-
ical richness (LR), also known as “type/token ratio”
is a value that indicates how the terms from the
vocabulary are used within a text. LR is defined as
the ratio between the vocabulary size and the num-
ber of tokens from a text (LR = |V |/|T |). Thus, a
value close to 1 indicates a higher LR, which means
vocabulary terms are used only once, while values
near to 0 represent a higher number of tokens used
more frequently (i.e., more repetitive).

Two main observations can be done at this point.
On the one hand, notice that for the three partitions
(i.e., train, dev, and test), textual descriptions are
very short, on average 20 tokens with a vocabulary
of 18 words, resulting in a very high LR (0.92).
The high LR value means that very few words are
repeated within each textual description, i.e., very
few redundancies. On the other hand, globally
speaking, the complete dataset has a low LR (0.08
for train and 0.13 for dev and test). Although these
values are not directly comparable due to the size
of each partition, they indicate, to some extent, that
information across texts is very repetitive, i.e., simi-

2During our experimentation a total of 13 instances were
removed from the training partition due to its lack of label,
leaving 167,187 instances.
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lar types of words are being used by tested subjects
for describing different images, even though they
belong to different classes (motives and levels). We
are aware of the necessity from a deeper analysis
of the data in order to reach concrete conclusions
about the nature of the texts; however, this initial
analysis helped us to envision the complexity and
nature of the data.

3 Methodology

We aim to automate the annotation of participant
responses for the OMT task by training a machine
learning model. Machine learning (ML) models as
such cannot use raw text as input. Therefore it is
necessary to transform the input to a feature rep-
resentation understandable by the model. Accord-
ingly, we evaluate two ML approaches for solving
the OMT task: fine-tuning of transformers based
architectures (Section 3.1), and a traditional fully-
connected neural network (Section 3.2).

It is important to mention that instead of facing
the OMT task as a 30 class classification problem,
we split the problem into two separate classification
tasks: motives (5 classes), and levels detection (6
classes). For each of classification problem, we
applied the exact same methodology as described in
the following sections. Finally, in order to produce
the required output by the organizers, we merge the
predicted motive and the predicted level for every
instance.

3.1 Simple Transformer

The transformer model (Vaswani et al., 2017) in-
troduces an architecture that is solely based on
attention mechanism and does not use any recur-
rent networks but yet produces results superior in
quality to Seq2Seq (Sutskever et al., 2014) mod-
els, incorporating the advantage of addressing the
long term dependency problem found in Seq2Seq
model.

For our experiments using Simple Transformers
(ST) architectures, we setup three different config-
urations:

1. Bert (Devlin et al., 2019): we use
a pre-trained model referred as
bert-base-german-cased, with
12-layer, 768-hidden, 12-heads, 110M
parameters.3 The model is pre-trained on
German Wikipedia dump (6GB of raw text
files), the OpenLegalData dump (2.4 GB),

3https://deepset.ai

Hyper Parameter Range

number of layers 3
number of hidden layers 1
nodes in hidden layer 16
activation function ReLU

Table 2: Fully connected neural network configuration
parameters.

and news articles (3.6 GB). We refer to this
configuration as ST-Bert in our experiments.

2. XLM (Conneau and Lample, 2019): for this
configuration we use a model with 6-layer,
1024-hidden, 8-heads, which is an English-
German model trained on the concatenation
of English and German Wikipedia documents
(bert-base-german-cased). We refer
to this configuration as ST-XLM in our exper-
iments.

3. DistilBert (Sanh et al., 2019): fir this
model we used a model with 6-layer,
768-hidden, 12-heads, 66M parameters
(distilbert-base-german-cased).
We refer to this configuration as ST-DistilBert
in our experiments.

For all the previous configurations, in order to
perform the fine-tuning of the ST architecture, we
added an untrained layer of neurons on the end,
and re-train the model for the OMT classification
task. To perform these experiments, we used the
Simple Transformers library which allows us to
easily implement the proposed idea.4 For all the
experiments done using simple transformers archi-
tecture we set the max length parameter to 90,
and we re-trained the models up to 2 epochs. Fur-
ther details of employed models can be found at
huggingface web page.5

3.2 Fully Connected Neural Network

As an additional classification method, we config-
ured a fully connected neural network (FC). This
type of artificial neural network is configured such
that all the nodes, or neurons, in one layer, are
connected to all neurons in the next layer. The net-
work and configuration parameters are mentioned
in Table 2.

For our performed experiments using FCs, we
passed as input features to the FC the sentence rep-

4https://pypi.org/project/
simpletransformers

5https://huggingface.co/transformers/
pretrained_models.html
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Method
Configuration Configuration F1-macro F1-macro

type sub-type (dev) (test)

ST Bert bert-base-german-cased 0.694 0.698

ST XLM xlm-mlm-ende-1024 0.688 0.686
ST DistilBert distilbert-base-german-cased 0.692 0.688

FC Bert (pre-trained) LHL 0.589 0.589
FC Bert (pre-trained) Concat4LHL 0.616 0.579
FC Bert (fine-tuned) LHL 0.673 0.671
FC Bert (fine-tuned) Concat4LHL 0.675 0.230

Baseline SVM tf-idf 0.639 0.644
1st place – – – 0.704

Table 3: Obtained results on the dev and test partitions of the OMT classification task. Results are reported in terms
of the F1 macro measure. Baseline and 1st place results were extracted from the companion paper (Johannßen et al.,
2020).

resentation generated using Bert encoding. Thus,
to generate the representation of the sentence, we
evaluate several configurations, namely: last hid-
den layer (LHL), concatenation of the 4 last hidden
layers (Concat4LHL), min, max and mean pool of
the last hidden layers. However, we only report the
best performances obtained during the validation
stage, i.e., LHL and Concat4LHL configurations.
On the one hand, for generating the Concat4LHL
representation we concatenate the last four layers
values from the token CLS. As known, the CLS
token at the beginning of the sentence is treated as
the sentence representation. On the other hand, for
the LHL configuration, we preserve as the sentence
representation the values of the last hidden layer
from the token CLS.

For the reported experiments under the FC
method, two configurations of Bert were tested
for generating the LHL and Concat4LHL repre-
sentation: i) pre-trained German encodings of
Bert (distilbert-base-german-cased),
referred as Bert(pre-trained); and ii) resultant fine-
tuned Bert encodings from the re-training we ex-
plained in Section 3.1, referred as Bert(fine-tuned).

4 Experiments and Results

The results of each considered method are shown
in Table 3. The proposed baseline by the GermEval
2020 organizers, is a linear Support Vector Clas-
sifier (SVC) using as a form of representation of
the documents a traditional tf-idf strategy, specif-
ically a 30 (combined motive/level labels) binary
SVCs (one-vs-all) classifiers. Results are reported
in terms of F1-macro, for both dev and test par-

titions. As can be observed in table 3, the pro-
posed baseline obtains an F1=64.4%, representing
a strong base method. During the competition,
the best reported performance was an F1 macro of
70.4% (last row of Table 3).

During the validation stage, the best result us-
ing the FC method was obtained under the Con-
cat4LHL configuration, i.e., when texts are rep-
resented using as features the concatenation of
the four last hidden layers from ‘Bert (fine-tuned)’
model. However, notice that the same configura-
tion obtained the worst performance during the test
stage (23%). We think that some errors occurred
during the setup of the output file, or at worst,
maybe some error occurred during final training,
provoking some overfitting situation. In spite of
this result, the ‘Bert fine-tuned’ consistently im-
proves the performance of the experiments using a
fully connected neural network. Particularly, dur-
ing the development stage, both experiments using
the fine-tuned version of Bert outperformed the
same configuration that uses the pre-trained ver-
sion of Bert. Except for the FC(Bert pre-trained-
Concat4LHL), a similar situation occurred during
the test phase, i.e., adjusting the attention of Bert to
the OMT task, helped the FC method for obtaining
a more relevant results.

Finally, the best performance was obtained by
the simple transformers architectures. As expected,
the best performance is obtained when the Bert
model is employed, followed by DistilBert and
XML models. Generally speaking, ST-BERT con-
figuration obtains a relative improvement of 7.4%
over the competition baseline. Overall, the ob-
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tained performance by the three considered con-
figurations exhibits marginal differences, thus, the
performance obtained by the DistilBert could be
considered a very good alternative given that rep-
resents a significantly smaller, faster, cheaper and
lighter transformer model.

5 Conclusion

This paper describes Idiap’s participation at the
GermEval 2020 shared task on the Classification
and Regression of Cognitive and Motivational Style
from the text. Our participation aimed at analyz-
ing the performance of recent NLP technologies
for solving the OMT classification task. To this
end, we performed a comparative analysis among
Simple Transformers based architectures, e.g., Bert,
XLM, and DistilBert, and traditional machine learn-
ing techniques. Notably, transformers based meth-
ods exhibit the best empirical results, obtaining
a relative improvement of 7.7% over the baseline
suggested as part of the GermEval 2020 challenge.
Overall, our system obtained the second-best place
in terms of the F1 macro among participant teams
during the GermEval 2020 edition.

As future work, we plan to evaluate the impact
of hyperparameter tuning through optimization
methods, such as Bayes optimizer (Snoek et al.,
2012), and to perform further analysis on how
the attention-mechanism from the transformers
architecture is working in the OMT task.
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Table 1
Features as inputs for the Supervised Autoencoder Method.

Features type Sub-type Identifier
Word n-grams n=(1,2) and n=(1,3) W
Char n-grams n=(1,2) and n=(1,3) C
BETO min, max, and mean pooling B
Word n-grams and Char n-grams W+C
BETO and Word n-grams B+W
BETO and Char n-grams B+C
BETO, Word n-grams and Char n-grams B+W+C

where documents are larger and contain a more formal written style. We found that SAE can gener-
alize well for both tasks, particularly, for the aggression detection our approach obtains an F1 macro
of 80.7%, while for the fake-news detection we reached the best score with an F1 macro of 85.6%.

2. Methodology

For both tasks, we aimed at evaluating the impact of recent generalization techniques, namely SAE
[5] with a varied set of features as input vectors. Although SAE has been extensively evaluated in
image classi�cation tasks [6], very few works exist evaluating the impact of SAE in text classi�cation
tasks, e.g. language detection [7]. Next, we brie�y describe the SAE theory, and we provide some
details on how the document representation was generated for all the explored features.

2.1. Supervised Autoencoder

An autoencoder (AE) is a neural network that learns a representation (encoding) of input data and then
learns to reconstruct the original input from the learned representation. The autoencoder is mainly
used for dimensionality reduction or feature extraction [5]. Normally, it is used in an unsupervised
learning fashion, meaning that we leverage the neural network for the task of representation learning.
By learning to reconstruct the input, the AE extracts underlying abstract attributes that facilitate
accurate prediction of the input.
Thus, an SAE is an autoencoder with the addition of a supervised loss on the representation layer.

The addition of supervised loss to the autoencoder loss function acts as a regularizer and results in
the learning of the better representation for the desired task [6]. For the case of a single hidden layer,
a supervised loss is added to the output layer and for a deep supervised autoencoder, the innermost
(smallest) layer would have a supervised loss added to the bottleneck layer that is usually transferred
to the supervised layer after training the autoencoder.
For all our performed experiments, the overall con�guration of the SAE model was done using

nonlinear activation function (ReLU) with 3 hidden layers, the number of nodes in the representation
layer was set to 300, and we trained to a maximum of 100 epochs.

2.2. Input Features

The SAE receives as input the representation of the document build using Spanish pre-trained BERT
encodings (BETO [8]), traditional text representation techniques such as word and char n-grams
(ranges 1-2 and 1-3), and, combinations of BETO encodings plus traditional words/char n-grams vec-
tors.
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We choose to evaluate the impact of word and char n-grams since as previous research has shown
[9, 10, 11], word n-grams are capable of capturing the identity of a word and its contextual usage, while
character n-grams are additionally capable of providing an excellent trade-o� between sparseness
and word’s identity, while at the same time they combine di�erent types of information: punctuation,
morphological makeup of a word, lexicon and even context. For generating this type of features we
used the CountVectorizer and TfidfTransformer libraries from the scikitlearn2 toolkit. For the
case of the fake-news detection task, we empirically chose the best values for the min-df and max-df
parameters, which are reported on Table 3. For the aggressiveness task, these values were �xed (for
all the experiments) to min-df= 0.001 and max-df= 0.3.

Additionally, we evaluate the impact of transformer-basedmodels [12] as a language representation
strategy. For our experiments we tested BETO3, a BERT model trained on a large dataset of Spanish
documents [8]. As known, the [CLS] token acts an “aggregate representation” of the input tokens,
and can be considered as a sentence representation for many classi�cation tasks [13]. Accordingly,
we apply the following approaches for generating the representation of the document: i) for the
aggressiveness task, each tweet is directly passed to the BETO model, and is represented using the
encoding of the last hidden layer from the [CLS] token; ii) for the fake-news detection task, we split
the news document into smaller chunks, obtain the [CLS] encoding of each chunk, and then we apply
either amin,max,mean pooling for generating the �nal document representation. Table 1 depicts the
type and variations of features tested during the training phase.
Finally, it is worth mentioning that we did not apply any preprocessing steps in any of the tasks.

To validate our experiments, we performed a strati�ed 10 cross-fold validation strategy.

3. Aggressiveness Identification

The o�ensive language in Mexican Spanish corpus used for this task has 10,475 Spanish tweets. The
training partition contains 7332 tweets with two possible classes (aggressive or non-aggressive). More
details of this corpus can be found in [14]. Table 2 shows the results obtained in both, the validation
phase and our two runs submitted for the �nal evaluation of this task over 3143 unseen tweets. The
di�erence between the two submitted outputs, i.e., run id 1 and 2 (†), is the classi�er, submission 2
was trained using a Multi-Layer Perceptron (MLP).

4. Fake-News Identification

The fake-news Spanish corpus used in this task has 971 news from 9 di�erent topics. The training
partition provided for the development stage has 676 news with a binary class (fake or true). Each
news is compose by the headline, body, and the URL fromwhere the newswas published (the complete
description of this corpus can be found in [15]). For our experiments, we used only the headline and
the body of the news as a single document. Table 3 shows the results obtained in the development
stage of the challenge, and the two runs submitted for the �nal evaluation of the tasks over 295 unseen
news.

2https://scikit-learn.org/stable/index.html
3https://github.com/dccuchile/beto
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Table 2
Results in validation and test phases reported in F-score for aggressive (F+), non-aggressive (F-), and macro
average of the F-score (Fm).

Validation phase Test phase

Input features Fm F+ F- ID Fm F+ F-

W (1,2) 0.783 0.698 0.868 - - - -
W (1,3) 0.777 0.690 0.864 - - - -
C (1,2) 0.726 0.601 0.850 - - - -
C (1, 3) 0.778 0.689 0.866 - - - -
B (LHL) 0.742 0.628 0.856 - - - -
C (1, 3) + W (1,2) 0.780 0.702 0.857 - - - -
B + W (1,2) 0.787 0.694 0.879 - - - -
B + C (1,3) 0.780 0.684 0.876 - - - -
B + W (1,2) + C (1,3) 0.803 0.716 0.889 1 0.807 0.725 0.888
B + W (1,2) + C (1,3)† 0.798 0.702 0.894 2 0.801 0.706 0.895

Bi-GRU (baseline-given by track organizers) 0.798 0.712 0.884
BOW-SVM (baseline-given by track organizers) 0.777 0.676 0.878
Best system (in the task [1]) 0.859 0.799 0.919

Table 3
Results in validation and test phases reported in F-score for fake-news (F+), real-news (F-), and macro average
of F-score (Fm).

Validation phase Test phase

Input features min-df,max-df Fm F+ F- ID Fm F+ F-

W(1,2) 0.01, 0.5 0.775 0.793 0.758 - - - -
W(1,3) 0.01, 0.5 0.778 0.798 0.758 - - - -
C(1,2) 0.01, 0.5 0.697 0.719 0.674 - - - -
C(1, 3) 0.01, 0.5 0.757 0.768 0.745 - - - -
B(min-pooling) 0.843 0.842 0.845 2 0.856 0.844 0.868
B(max-pooling) 0.830 0.830 0.830 - - - -
B(mean-pooling) 0.833 0.831 0.835 - - - -
C(1, 3)+W(1,2) 0.01, 0.5 0.805 0.807 0.802 - - - -
B+W(1,2) 0.01, 0.3 0.845 0.846 0.844 1 0.850 0.840 0.859
B+C(1,3) 0.01, 0.3 0.834 0.834 0.835 - - - -
B+W(1,2)+C(1,3) 0.01, 0.3 0.833 0.831 0.835 - - - -
B+W(1,2)+C(1,3) 0.01, 0.5 0.848 0.846 0.850 - - - -

Third best system (in the track) 0.817 0.819 0.817
BOW-RF (baseline-given by track organizers) 0.786 0.785 0.787

5. Conclusions

This paper describes Idiap &UAMparticipation at theMEX-A3T 2020 shared task on the Classi�cation
of Fake-News and Aggressiveness analysis. Our participation aimed at analyzing the performance of
recent generalization techniques, namely deep supervised autoencoders. To this end, we performed
a comparative analysis among simple transformers based language representation strategies and tra-
ditional text representations such as word and character n-grams. Notably, the SAE method bene�ts
the most when it is feed with input features generated from the combination of BERT encodings and
word/char n-grams. Particularly, for the aggression detection task, our proposed approach can obtain

255



a relative improvement of 1.1% over the stronger baseline, while for the fake-news detection task the
improvement over the baseline is 8.1%.
As future work, we plan to perform an analysis of what are the dataset characteristics that allow

the SAE approach to provide good performances. Also, we want to evaluate the impact of SAE’s
hyperparameter tuning through optimization methods, such as Bayes Optimizer[16], and evaluate
our proposed approach on other similar classi�cation tasks.
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1 Introduction

Sexual predator identification is a critical problem given that the majority of cases of sexually
assaulted children have agreed voluntarily to meet with their abuser [10]. Traditionally, a term that is
used to describe malicious actions with a potential aim of sexual exploitation or emotional connection
with a child is referred to as “Child Grooming” or “Grooming Attack” [6]. This attack is defined by
[4] as “a communication process by which a perpetrator applies affinity seeking strategies, while

simultaneously engaging in sexual desensitization and information acquisition about targeted victims

in order to develop relationships that result in need fulfillment” (e.g. physical sexual molestation).
Clearly, the detection of a malicious predatory behavior against a child could reduce the number of
abused children.

Given the difficulties involved in having access to useful data, i.e., where real pedophiles are involved,
nowadays the problem of sexual predator identification through pattern recognition techniques is still a
challenging research area. The usual approach to catch sexual predators is by means of police officers
or volunteers who behave as fake children in chat rooms and provoke sexual offenders to approach
them1. Unfortunately, online sexual predators always outnumber the law enforcement officers and
volunteers. Therefore, tools that can automatically detect and to evidence sexual predators in chat
conversations (or at least serve as a support tool for officers) are highly needed. Recently, different
research groups have proposed distinct approaches for anticipating the presence of a predator in a chat,
i.e., deciding whether or not a conversation is suspicious, and if so, to point the predator [1, 2, 3, 7, 9].
However, an important aspect of the problem has been left behind, i.e., once the predator is identified,
officers need to collect all the necessary evidence for sentencing a pedophile. The later is known
as the identification of predatory behavior and implies to detect those lines (interventions within a
conversation) that are distinctive of the predatory activities.

Accordingly, in this work we focus on the problem of detecting the predatory behavior. Our main
proposal is focused on the representation of the chat interventions, thus we incorporate features that
capture content, style, and contextual information. For performing our experiments, we used the only
publicly available data set for sexual predator detection [5]. This data set was released in the context

1The American foundation, called Perverted Justice (PJ) (http://www.perverted-justice.com/), fol-
lows the above mentioned approach.
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Table 1: Results obtained using three distinct families of features: content, style, and behavioral.

Classifiers performance

Representation NB SVM RF

P R F P R F P R F

BoW
1-gram 0.54 0.47 0.50 0.75 0.48 0.59 0.68 0.37 0.48
2-gram 0.51 0.39 0.44 0.70 0.33 0.45 0.51 0.37 0.43
3-gram 0.52 0.17 0.26 0.66 0.16 0.26 0.49 0.21 0.30

POS
1-gram 0.29 0.33 0.31 0.50 0.02 0.04 0.31 0.14 0.19
2-gram 0.31 0.41 0.36 0.50 0.01 0.03 0.38 0.18 0.25
3-gram 0.33 0.37 0.35 0.46 0.11 0.18 0.35 0.18 0.24

LIWC — 0.30 0.58 0.39 0.69 0.09 0.16 0.62 0.37 0.46

of the sexual predator identification task (SPI) at PAN-CLEF’122 and comprises a large number of
chat conversations that include real sexual predators.

2 Proposed framework and initial experiments

For our performed experiments, we followed a traditional supervised machine learning framework.
However, as we previously mentioned, we are mainly focus on proposing a suitable representation
for the posed task, namely: content, stylistic, and behavioral features. Thus, for our initial set of
experiments we used as content features a traditional Bag-of-Words with the 10K most frequent
features. As for the stylistic features, we considered as features the 36 POS tags contained in
the TreeTagger3 part-of-speech tagger. Finally, as contextual features we account the 68 LIWC
[8] psychologically meaningful categories. The LIWC representation provides richer information
regarding the words contained in a text, therefore gives context. For example, the word ’cried’
matches with four word categories: sadness, negative emotion, overall affect, and a past tense verb.

For training our evidence detection model we used the test partition of the corpus described in [5]4. In
the test partition, a total of 3,737 conversations contain at least one sexual predator5, and within these
conversations, predators interventions are labeled as incriminatory or not-incriminatory. In order
to perform our training, we firstly filtered the 3,737 conversations as done in [9], resulting in a total
of 1,466 conversations containing full conversations between victims and a predators. Then, from
the filtered version of the corpus we preserve the predator’s interventions, giving a total of 59,410
interventions, where 6,395 (11%) are incriminatory, and 53,015 (89%) are not-incriminatory. As
can be noticed, a highly unbalanced problem. Thus, to evaluate the classification performance (using
three well know learning algorithms: Naive Bayes, Support Vector Machines and Random Forest)
we used precision, recall and the F-score metric of the positive class (i.e., incriminatory), and for all
experiments we employ a stratified 10 fold cross validation technique to compute the performance.

We observe from Table 1, the best performance (F = 0.59) is obtained by the SVM classifier when
BoW (content) features are used, with n = 1 for the n-gram size. With respect to the style features,
the best result was obtained when POS 2-grams are used as features with the NB classifier. As for
the contextual features, we notice that is not possible to obtain a good performance in terms of F ;
however, the NB classifier obtains a very high recall level (R = 0.58). According to [5], having lot
of relevant incriminatory lines, augments the possibility of finding good evidences towards a suspect.
Thus, during SPI task at CLEF’12, organizers proposed using the F measure with the � factor equal
to 3, hence emphasizing recall. Consequently, our best configuration so far is the one generated
by the BoW (1-gram) representation with the SVM classifier, which obtains an F(�=3) = 0.4979;
outperforming the best result reported during CLEF’12 F(�=3) = 0.4762. Table 2 shows a few
examples of the type of evidence we are able to obtain with our proposed method.

As future work, we plan to evaluate fusion methods in order to exploit the best from every family of
features. Additionally, we are interested in evaluating the performance of representing the information
using word embedding strategies.

2https://pan.webis.de/clef12/pan12-web/
3https://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
4The training partition is not labeled with the incriminatory lines.
5The total number of conversation on the test partition is near 155K.
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Table 2: Examples of incriminatory and not incriminatory evidence found by our proposed method.

Incriminatory Not-incriminatory

» i’d be so excited with u i’d probably cum just touchin u » do i have anything to be jealous about?
» you like that I’d do nasty things to your young little body » i cant beelieve that i am nervous abt tonmorrow
» i will wear condom for you » If u were here we would not be worrying about internet

either baby
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1 Introduction

Personality identification from texts is a relative new area of interest in the natural language processing
(NLP) community. The benefits of helping to identify the personality of a subject solely on the text
they write are manifolds. For one, it can help directly to the authors of such texts to understand their
social interactions, and their behaviour in general [5, 12]. Beyond that, personality identification is
useful for many other research areas. For instance, in human computer interactions (HCI), interactive
systems may be able to adapt to user’s personality, providing a better experience [2]. In education,
building intelligent tutors compatible with the student’s personality can improve, not only the
experience of the student with the system, but also the system could provide more adequate material
from a educative program in accordance to the particular student’s preferences [10, 6].

From the NLP perspective, personality identification from texts can be treated as an author profiling
problem. Author profiling consists on, given a text, determine some demographics characteristics
of the author of such text. In this context, the representation of a given text such that the model can
extract relevant information according to the specific demographic interest [7, 1] is of a relevant
importance.

In the mental health context, the main interest is not only to build accurate systems, but to provide
interpretable results that in turn, would serve as additional and reliable elements to a therapist.
Accordingly, we focused on developing an automatic method for personality identification, able to
provide valuable information regarding the language usage of subjects being analyzed.

Specifically, we use the linguistic theory behind lexical availability to first compute a set of relevant
mental lexicon from groups of subjects (e.g. introverts vs extroverts for the Extroversion trait) and
then we use this mental lexicon in a representation stage. For our experiments, we use two data sets:
English essays and Spanish essays; these datasets use the Big Five Model of Personality [9].

2 Lexical Availability as language descriptor

Lexical availability methods were developed to provide useful vocabulary to immigrants in early 60’s
in France [13]; where word’s frequencies do not necessary means importance of such a word in a
given context. Traditionally, the lexical availability elicitation approach consists on ask to a group of
subjects to write, in a small period of time (usually 2 to 5 minutes), a set of terms given a specific
center of interest [4, 13].
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Figure 1: Schema to generate a mental lexicon given a set of written texts.

Table 1: Results with the best configuration from our proposed method and traditional baseline. In
bold are mark results of our method when outperform the baseline.

RxPI Spanish[11] English essays[8]
Trait F-macro (Ours) F-macro (Baseline) F-macro (Ours) F-macro (Baseline)

EXT 0.6018 0.5640 0.5753 0.5788
AGR 0.5697 0.5711 0.5615 0.5530
CON 0.5857 .5800 0.5795 0.5806
STA 0.6026 0.5828 0.5918 0.5785
OPE 0.5704 0.5722 0.6414 0.6237

We use a linguistically motivated approach aiming to identify those lexical markers that represent the
words springing to mind in response to a specific topic. Lexical Availability score (LA) measures the
ease with which word is generated in a given communicative situation [4], and allows to obtain the
mental lexicon which represents the vocabulary flow usable of a group of people [3].

In general, the terms with greater LA score can be seen as the most important ones for a group of
people with the same personality trait. Thus, we computed the mental lexicon for each pole in a trait,
and then a general list (LAtrait) was generated to be use in a vectorial representation model with
dimension equal to |LAtrait|.

3 Proposed framework and evaluation

We proposed the method in Figure 1 to use lexical availability for texts representation. Our method
has three main processes: The filter process generates a list of terms without repetitions given any
instance text. The LA compute process computes the lexical availability score of a list of terms as
LA(tj) =

Pn
i=1 e

(�2.3⇤ i�1
n�1 ) ⇤ fij

I , where tj is the term j in a list; n is the lowest position of a term
j in some list; i is the position of term j in a list; fij is the number of lists in where term j appears
in position i, and I is the total number of lists. Finally, the combine process, takes as input the lists
generated for each class and using set operations combine them into a single general list that we
called LAtrait.

Once we have the mental lexicon of a trait (a.k.a. LAtrait), we use the scores and terms in this
list to generate a vector representation of a given instance text. In order to weight each term in
our vector, we use three approaches as follows. If wk is the weight of a term k and LA(wk)
is the score of lexical aviability of word k in the list LA then: 1) wglobal

k = LAtrait(wk), 2)
wcomb

k = LAtrait(wk) ⇤ LAinstance(wk) where LAinstance is the score of a term in the unseen
instance, and 3) wtfla

k = tf ⇤ LAtrait(wk), where tf is the frequency of the term (wk) in the unseen
instance.

To compare our performance in classification, we used three representation baselines: n-grams
of words and characters, and a dictionary based representations such as LIWC. For each of these
baselines we experimented with several configuration parameters (e.g. the number of n). To train a
model we used traditional learning algorithms such as probabilistic, decision trees, support vector
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Table 2: Results with the best configuration from our proposed method and traditional baseline. In
bold are mark results of our method when outperform the baseline.

RxPI Spanish (Ramirez et al., 2018) English essays (Mairesse et al.,2007)
Trait F-macro (Ours) F-macro (Baseline) F-macro (Ours) F-macro (Baseline)

EXT 0.6018 0.5640 0.5753 0.5788
AGR 0.5697 0.5711 0.5615 0.5530
CON 0.5857 .5800 0.5795 0.5806
STA 0.6026 0.5828 0.5918 0.5785
OPE 0.5704 0.5722 0.6414 0.6237

machine, and instance based. Table 2 shows the results with the best parameters for our method as
well as for the baselines.

Our ongoing work in this project is to analyze the semantic categories in each lists that are relevant
to the expert when identify the personality of a subject. At the same time we want to use more
sophisticated methods that take advantage of our proposed representation to improve the classification
performance.
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