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Abstract. In the context of digital social media, where users have multiple ways to obtain information, it is important to
have tools to detect the authorship within a corpus supposedly created by a single author. With the tremendous amount of
information coming from social networks there is a lot of research concerning author profiling, but there is a lack of research
about the authorship identification. In order to detect the author of a group of tweets, a Naı̈ve Bayes classifier is proposed
which is an automatic algorithm based on Bayes’ theorem. The main objective is to determine if a particular tweet was made
by a specific user or not, based on its content. The data used correspond to a simple data set, obtained with the Twitter API,
composed of four political accounts accompanied by their username and tweet identifier as it is mixed with multiple user
tweets. To describe the performance of the classification model and interpret the obtained results, a confusion matrix is used
as it contains values like accuracy, sensitivity, specificity, Kappa measure, the positive predictive and negative predictive
value. These results show that the prediction model, after several cases of use, have acceptable values against the observed
probabilities.
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1. Introduction19

Social media has changed the way people commu-20

nicate and receive information about what happens21

daily. In this way, research areas like computer sci-22

ence evolve to have all the necessary methodological23

tools in order to understand social, political and eco-24

nomical news as quick as they are required by the25

modern society. Particularly, social media like Twit-26

ter has become the go-to place for latest developments27

[3].28

∗Corresponding author. Rocı́o Abascal-Mena, Department of
Information Technologies, Universidad Autónoma Metropoli-
tana, Unidad Cuajimalpa. Avenida Vasco de Quiroga 4871,
Colonia. Santa Fe, Cuajimalpa. Delegación Cuajimalpa de
Morelos. C.P. 05348, Ciudad de México, México. E-mail:
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It is undeniable that as a communication plat- 29

form, Twitter has increasingly infused itself into daily 30

life. So, one of the greatest tasks for academe is to 31

understand why, how, when and with whom does the 32

society communicates daily. In order to answer the 33

last question, it is important to consider the tremen- 34

dous amount of information, that occurs in social 35

media, which is viable to be collected, in real time, 36

directly from users; so, data can be analyzed by com- 37

posing a corpus and applying linguistic research. 38

However, it is difficult to identify the author of a post 39

in order to hierarchize it according to what or who 40

the user wants to read first. Even though it is possible 41

to know the authorship by looking at the username, 42

however in public accounts, like politicians, the real- 43

ity is that a group of people is behind these posts. It is 44

important to identify in what cases the owner of the 45

account is the same person that is publishing. This 46
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can be addressed like a classification problem where47

given a set of classes the objective is to seek to which48

of them a given post or tweet, in the case of social49

networks, belongs to.50

Among the most popular machine learning algo-51

rithms, for implementing text classification models,52

the followings are found: Naı̈ve Bayes algorithm’s53

family, Support Vector Machines and deep learning.54

In this paper, an approach for the detection of the55

authorship, of a group of tweets, is based on the use56

of a Naı̈ve Bayes classifier which is an automatic57

algorithm based on Bayes’ theorem. The main objec-58

tive is to determine if a particular tweet was made59

by a specific user or not, based on its content. The60

data used correspond to a simple data set, obtained61

with the Twitter API, which belong to four political62

accounts accompanied by their username and tweet63

identifier as it is mixed with multiple user tweets.64

To describe the performance of the classification65

model and interpret the obtained results, a confusion66

matrix is used as it contains values like sensitivity,67

specificity, Cohen´s Kappa measure, the positive pre-68

dictive value and negative predictive value. The utility69

of using Naı̈ve Bayes to classify authors according to70

the tweet is demonstrated as the classification model71

it is improved.72

The rest of this paper is organized as following:73

section 2 gives a focused overview of related work.74

In section 3, the classification of tweets is explained75

by following four main steps. Section 4 is dedicated76

to the case of use while section 5 is devoted to the77

evaluation and interpretation of the obtained results.78

Finally, section 6 gives some conclusions about the79

work and opens several perspectives.80

2. Related work81

The authorship recognition or author identification82

is a subfield of Natural Language Processing (NLP)83

that uses machine learning techniques to be able to84

identify the author of a text based on characteristics85

such as vocabulary and frequency of terms. Gener-86

ally, machine learning techniques have been used in87

the study of large texts. However, the short length88

of Twitter messages present a rarely examined chal-89

lenge that have been also studied in a small amount of90

recent research. Short length creates new challenges91

like:92

– consist of terse text, Twitter has a limitation of93

length;94

– is an informal way of communication, which 95

lacks syntactical forms of formal writing; 96

– content is inconsistent and topics may vary over 97

time and 98

– contain highly unstructured data as a combina- 99

tion of weblinks, hashtags, emoticons, special 100

symbols and images are present along with texts 101

[6]. 102

Concerning Twitter, there is a lot of research work 103

in the analysis of tweets like hashtag recommenda- 104

tions, sentiment analysis, opinion mining and text 105

classification. The classification of text, in this case 106

tweets, is often done according to general themes or 107

categories like health, education or politics. However, 108

there is a lack of studies concerning the veritable 109

identity of the user behind the tweet. Some studies 110

have been oriented to the identification of anonymous 111

users in Twitter, like in [1] where the objective is to 112

uncovered them using only linguistic stylometry. 113

In [8], the authors examine potential avenues of 114

author identification, in tweets, by using supervised 115

learning methods for data classification as Support 116

Vector Machines (SVM). In this case, Bag-of-Words 117

(BOW) and Style Marker feature sets were extracted 118

and evaluated through a series of experiments where 119

the Style Marker feature sets were found to be sig- 120

nificantly more useful than BOW and are therefore 121

suggested for potential applications in future research 122

[8]. The same approach is followed in [6] were a 123

BOW and style-based markers have been used for the 124

identification of tweets authorship obtaining a recog- 125

nition rate of 97% on a database of 70 Twitter users, 126

which validates the superiority of using social inter- 127

active data compared to traditional linguistic profiles. 128

By using a set of stylistic markers, including per- 129

sonal an idiosyncratic edition options, an automatic 130

authorship analysis was conducted in Twitter mes- 131

sages among three authors [9]. In this study, SVM 132

classifiers where used demonstrating that they can be 133

useful to attribute authorship in combination with a 134

group of content-agnostic features. Some works in 135

analyzing Twitter are focused in the identification of 136

the gender and language of the author, as in [4, 5] 137

where n-grams or BOW model are used. In [7] a vari- 138

ety of algorithms, coming from WEKA, were used 139

as some machine learning classifiers were studied 140

in order to compare their performance in the iden- 141

tification of troll profiles based on their published 142

tweets. In this case, Random Forest, J48, K-Nearest 143

Neighbor (KNN), Sequential Minimal Optimization 144

(SMO) and Bayes Theorem-based algorithms were 145
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implemented resulting that SMO and decision trees146

were the most appropriated for this case of use.147

Classification methods using traditional148

approaches like BOW have some limitations,149

so in [2], a multi-label classifier is used based on150

a small set of domain-specific features extracted151

from the author’s profile and the text in order to152

classify authors into a predefined set of generic153

classes [2]. Other approaches to classify text concern154

the use of external information to add metadata to155

each of the tokens. This is the case of [11] that156

uses data repositories like Wikipedia to improve the157

performance of clustering algorithms. However, this158

approach is time consuming when the reality is that159

the analysis of social media has to be done in “real160

time”.161

In [10] a difference is made between the concepts162

of author attribution and author profiling. The first163

one concerns the identification of authorship of an164

anonymous piece of writing while the second one165

is attributed to the study of certain linguistic fea-166

tures that vary according to the author. So, in [10]167

the authors are classified according to their charac-168

teristics.169

After reviewing some recent studies in the area of170

text classification and authorship attribution, at this171

state of our study, no works are found focused on172

the identification of the author within a corpus that173

a priori comes from a single author and it is already174

tagged.175

In this paper, an authorship recognition method in176

tweets by using Naı̈ve Bayes algorithm is presented.177

The proposed method is validated by using a confu-178

sion matrix in 4 political public profiles mixed with179

more users. The next section describes each of the180

four steps of the process starting with the retrieval of181

tweets to compose a corpus.182

3. Experimental approach183

A framework for experimentation, based on Naı̈ve184

Bayes, was developed in order to meet the goal out-185

lined in the introduction. With Naı̈ve Bayes, any186

vector that represents a tweet will have to contain187

information about the probabilities of appearance of188

the words of the text within the tweets, of a given189

public profile, so that the algorithm can compute the190

likelihood of that tweet belonging to the author.191

Our approach consists of the following four steps:192

1) Data import, 2) Data processing, 3) Prediction193

model and 4) Evaluate Results. For all the process,194

R language (https://www.r-project.org/) was used 195

because of the facilities given by the some of their 196

packages and functions. 197

3.1. Data import 198

The data import concerns the recovery of the tweets 199

by specifying a user profile. R, and its library twit- 200

teR, has been used in order to connect to the Twitter 201

platform. By specifying keys provided by the Twitter 202

developer page it is possible to access the Application 203

Program Interface (API). 204

The main structure for managing tweets is by cre- 205

ating a corpus which is a set of tweets that contains 206

similar characteristics. In this case, all the tweets that 207

compose the corpus were retrieved the same day as 4 208

of the accounts belong to politicians. 209

One of the previous steps before storing the tweets 210

is the preprocessing step which allows the elimination 211

of data that is not of interest. In this case, all the URL 212

were removed because they have been shortened and 213

so they don’t provide any significance. 214

3.2. Data processing 215

To classify text using Naı̈ve Bayes, the data need 216

to be storage in a data frame which is used for storing 217

data tables. It is a list of vectors of equal length. Also, 218

this data must have a specific structure: 219

– each row must correspond to a specific tweet, 220

– each column must correspond to a specific word, 221

– each cell must indicate if a word appears in a 222

specific tweet. 223

All the data, that is storage in the data frame, has 224

to be converted into a sparse matrix so it is necessary 225

to: 226

– segment each tweet by words, 227

– create one new column for each word, 228

– count how many times each word appears in each 229

tweet, 230

– translate the matrix from a “high” format to 231

a “wide” format, this means to have as many 232

columns as words. 233

R provides some functions that help to convert 234

the data frame (see Fig. 1) into a sparse matrix (see 235

Fig. 2). These functions are tidytext, dplyr and tidyr. 236

https://www.r-project.org/
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Fig. 1. Initial data frame composed by 9394 rows and 3 columns (id, screenName and text).

Fig. 2. Sparse matrix converted from the initial data frame, with 863 rows (one for each tweet) and 11011 columns (one for each word).

3.3. Prediction model237

In machine learning, there is a big interest in select-238

ing the best hypothesis given certain data. So, in a239

classification problem the hypothesis may be the class240

to assign for a new data instance. The Bayes’ Theo-241

rem provides a way to calculate the probability of a242

hypothesis given prior knowledge. Naı̈ve Bayes can243

be used for multi-class classification problems, how-244

ever in this case the classification was started with a245

binary (two-class).246

In the creation of a classification model a diagnosis247

is needed of how well it is doing its job. So, to achieve248

this purpose the data have to be divided into two sets,249

one of training and one of test. With the training set250

the model will be adjusted, in this case, by determin- 251

ing conditional probabilities of each word, for each 252

category. Then, this model is applied in the test set 253

to be able to analyze how many of the cases were 254

correctly classified. 255

For the experimental approach, the data was 256

divided, 70% in the training set and the rest in the 257

test one. A random sample of the data is used. A list 258

of probabilities is stored to a file for a learned Naı̈ve 259

Bayes model. This includes: 260

– class probabilities: the probabilities of each class 261

in the training dataset, which are the frequency of 262

words that belong to each author (class) divided 263

by the total number of instances. 264
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– conditional probabilities: the conditional prob-265

abilities of each input value given each class266

value. These probabilities are the frequency of267

each attribute value for a given class value (pro-268

file author) divided by the frequency of instances269

(words) with that class value.270

When using the Naı̈ve Bayes function, with the271

train set, it asks for the data that is going to be used.272

Also, the objective variable is an argument that have273

to be given in order to proceed to the classification. In274

this case, see Fig. 1, the objective or dependent vari-275

able corresponds to the screenName. All the other276

variables will be the predictors or independent vari-277

ables. The model allows to make predictions by using278

the function predict() that is contained in the R library279

named base. For this the test set is used.280

3.4. Evaluate results281

The evaluation of the results is done by using a282

confusion matrix which is a table that describes the283

performance of a classification model on a set of test284

data for which the true values are known.285

The caret library for machine learning, in R, can286

calculate a confusion matrix with the function con-287

fusionMatrix(). This matrix allows to analyze the288

accuracy of the predictions and some adjustment289

measures. The metrics shown in the confusion matrix290

are:291

– Accuracy: represents how often is the classifier292

correct, is the fraction of predictions the model293

got right.294

– 95% CI: confidence interval with a degree of295

confidence of 95%.296

– P-Value: one-sided test to see if the accuracy is297

better than the “no information rate,” which is298

taken to be the largest class percentage in the299

data.300

– Kappa: measure of how much the model301

improves a prediction against the observed prob-302

abilities.303

– Mcnemar’s Test P-Value: captures the errors304

made by both models (training and test).305

– Sensitivity: proportion of positive results out of306

the number of samples which were actually pos-307

itive.308

– Specificity: proportion of truly negative cases309

that were classified as negative; it is a measure of310

how well the classifier identifies negative cases.311

– Positive Predictive Value: the percent of pre- 312

dicted positives that are actually positive. 313

– Negative Predictive Value: the percent of nega- 314

tive positives that are actually negative. 315

– Prevalence: the ratio of actual yes to total number 316

of instances. 317

– Detection Rate: the rate of true events also pre- 318

dicted to be events. 319

– Detection Prevalence: the prevalence of pre- 320

dicted events. 321

– Balanced Accuracy: the measure of how accu- 322

rate is the overall performance of a model 323

considering both positive and negative classes 324

without worrying about the imbalance of a data 325

set. 326

The confusion matrix has to be analyzed in order 327

to interpret it in a correct way. Some metrics could 328

be more useful to understand how the model is 329

working. 330

In the next section is presented a case of use based 331

on a corpus mainly composed of 4 different pub- 332

lic profiles of politicians in Mexico and others users 333

extracted from the hashtag #UniformeNeutro. 334

4. Case of use and results 335

The case of use presented in this article concerns 336

the analysis of 4 public profiles of politicians in Twit- 337

ter in order to classify them according to their tweets. 338

The main interest is to discover in what cases a tweet 339

is attributed to the politician according to the words 340

used and in what other cases it is classified as other 341

so it is possible to affirm that the tweet could have 342

been written by someone else. 343

The classification model was implemented in R 344

because of the facilities given through the use of their 345

libraries like: twitteR, tidyverse, tidytext, naivebayes 346

or caret. 347

For the case of use, the corpus is composed 348

of tweets from 4 Mexican political public pro- 349

files (@lopezobrador , @EPN, @FelipeCalderon 350

and @VicenteFoxQue) as other users not concerning 351

the political field. 352

To be able to analyze the tweets it was impor- 353

tant to follow all the steps explained in Section 3. 354

In the data import step, 4185 tweets were retrieved 355

by specifying each of the profiles and then the 356

hashtag #UniformeNeutro, an initiative of the Mex- 357

ican government to allow girls and boys to choose 358

between pants or skirts to use in the school. Obviously 359
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Fig. 3. Vector obtained with the screenName values that have been predicted by the model.

due to the controversy, the tweets are variated with360

messages addressing the government. The data361

import concerns, also, the replacement of badly362

downloaded characters so the tweets can be pro-363

cessed without problems. After that, the table that364

contains the tweets is transformed into a data frame365

by specifying that only it will be retrieved the columns366

concerning the id, screen name and tweet. From the367

data frame, it is possible to create a sparse matrix368

where each row stands for a tweet and each column369

for a word (see Figs. 1 and 2). For all the political370

profiles the number of tweets are exactly the same so371

each matrix is composed of 675 rows and 9485 vari-372

ables representing each word. These matrices tend to373

get very big, so the case of use is only an example in374

order to be able to manipulate the data and analyze it375

correctly.376

The prediction model aims to estimate when a377

tweet belongs to a specific user. For this test, the378

model tries to predict whether a tweet was made by379

one of the 4 political authors accounts or not. Since380

the others profiles are not of interest they are tagged381

with the label “other”.382

As explained in the previous section, to be able to383

adjust the model a training and a test set is used. Also,384

the function naivebayes() is applied with the train-385

ing set. With this model, the predictions are made.386

The prediction model is applied to the 4 accounts. In387

Fig. 3, there is an example of the vector obtained for388

the first 65 tweets, when using a prediction for the389

public profile @VicenteFoxQue.390

To evaluate the success of the prediction model, the391

function confusionmatrix() receives the vector with392

the predictions and the actual values of screenName393

(the name of the account). This process was made for394

the 4 profiles.395

To analyze the results obtained, the Figs. 4, 5, 6 and396

7 and Tables 1, 2, 3, and 4 will be used. The initial397

Fig. 4. Visualization of the confusion matrix for the public account
@lopezobrador .

Fig. 5. Visualization of the confusion matrix for the public account
@VicenteFoxQue.

prediction model was used but it was adjusted after 398

several tests. 399

4.1. Results for @lopezobrador 400

From 200 cases identified for the account @lope- 401

zobrador , in the test set, 194 were correctly classified 402
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Fig. 6. Visualization of the confusion matrix for the public account
@EPN.

Table 1
Metrics obtained in each confusion matrix for the public account

of @lopezobrador

@lopezobrador

Accuracy: 0.7353
95% CI: (0.7272, 0.7433)
No Information Rate: 0.6989
P-Value [Acc > NIR]: <2.2e-16
Kappa: 0.1987
Mcnemar’s Test P-Value: <2.2e-16
Sensitivity: 0.9735
Specificity: 0.1824
Pos Pred Value: 0.7343
Neg Pred Value: 0.7480
Prevalence: 0.6989
Detection Rate: 0.6804
Detection Prevalence: 0.9266
Balanced Accuracy: 0.5780
‘Positive’ Class: @lopezobrador

(Fig. 4). This means, a sensitivity of 97% (Table 1),403

only 6 were classified as other. For the accounts clas-404

sified as other, of a total of 3985, only 727 were405

correctly classified, that is, 18% of specificity.406

Table 1 shows the metrics obtained for @lopezo-407

brador with a precision (accuracy) of 73%.408

Another useful measure corresponds to the Kappa409

statistic which gives a measure of how much the410

model improves a prediction against the observed411

probabilities. The closer to 1 is the Kappa value it412

means that the model is better than the expected413

probability. For this analysis, the values that are con-414

sidered ideals are situated above 0.6. In this case415

of use, the prediction model was ameliorated and416

also the Kappa value, this is shown as the differ-417

ent examples are presented in the next subsections.418

The Kappa value for the prediction model used for419

@lopezobrador got a value of 0.1987 which was still420

very low.421

Table 2
Metrics obtained in each confusion matrix for the public account

of @VicenteFoxQue

@VicenteFoxQue

Accuracy: 0.8804
95% CI: (0.8748, 0.8858)
No Information Rate: 0.8816
P-Value [Acc > NIR]: 0.6705
Kappa: 0.2261
Mcnemar’s Test P-Value: <2e-16
Sensitivity: 0.9725
Specificity: 0.1949
Pos Pred Value: 0.8999
Neg Pred Value: 0.4875
Prevalence: 0.8816
Detection Rate: 0.8573
Detection Prevalence: 0.9527
Balanced Accuracy: 0.5837
‘Positive’ Class: @VicenteFoxQue

The positive predictive value (Pos Pred Value), as 422

explained in the previous section, indicates the proba- 423

bility that a data that has been predicted as belonging 424

to the positive category, really belongs to it (‘Posi- 425

tive’ class: @lopezobrador , in this example). In this 426

case, @lopezobrador , the probability is of 73.43%. 427

By complement, the negative predictive value (Neg 428

Pred Value) indicates the probability that a data pre- 429

dicted as belonging to the negative category (other), 430

in effects corresponds to that. The negative predictive 431

value obtained was of 74.8%. 432

Finally, the balanced precision indicates how well 433

the model predicts both positive and negative cat- 434

egories. This is very important with data, like the 435

presented here, where the classes are unbalanced, that 436

is, one is more abundant and more likely to appear 437

than the other. In data sets like these, it is easy to 438

obtain a high accuracy (73%) for the most probable 439

class, even if there is low for the less probable class. 440

The balanced accuracy is 57.80% which have to be 441

improved. 442

4.2. Results for @VicenteFoxQue 443

Similar to the results of @lopezobrador , with 444

@VicenteFoxQue 194 were correctly classified 445

(Fig. 5) obtaining a sensitivity of 97% (Table 2), only 446

6 were classified as other. For the accounts classified 447

as other, 777 were correctly classified, which means 448

that 19% corresponds to specificity. 449

The Kappa value for the prediction model used for 450

@VicenteFoxQue is better than the one obtained in 451

@lopezobrador test, with a value of 0.2261. How- 452

ever, this value was still low. 453
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Table 3
Metrics obtained in each confusion matrix for the public account

of @EPN

@EPN

Accuracy: 0.775
95% CI: (0.7309, 0.815)
No Information Rate: 0.7225
P-Value [Acc > NIR]: 0.00994
Kappa: 0.4024
Mcnemar’s Test P-Value: 0.02686
Sensitivity: 0.8824
Specificity: 0.4955
Pos Pred Value: 0.8199
Neg Pred Value: 0.6180
Prevalence: 0.7225
Detection Rate: 0.6375
Detection Prevalence: 0.7775
Balanced Accuracy: 0.6889
‘Positive’ Class: Other

Table 4
Metrics obtained in each confusion matrix for the public account

of @FelipeCalderon

@FelipeCalderon

Accuracy: 0.9787
95% CI: (0.9704, 0.9851)
No Information Rate: 0.9561
P-Value [Acc > NIR]: 6.456e-07
Kappa: 0.6746
Mcnemar’s Test P-Value: 6.33e-08
Sensitivity: 0.9994
Specificity: 0.5278
Pos Pred Value: 0.9788
Neg Pred Value: 0.9744
Prevalence: 0.9561
Detection Rate: 0.9555
Detection Prevalence: 0.9762
Balanced Accuracy: 0.7636
‘Positive’ Class: @FelipeCalderon

The positive predictive value and the negative454

predictive value are 89% (‘Positive’ class: @Vicen-455

teFoxQue) and 48% respectively.456

The accuracy obtained is of 88% while the bal-457

anced accuracy is 58.37% which have to be improved.458

4.3. Results for @EPN459

The results for @EPN are kindly different from the460

ones obtained with @lopezobrador and @Vicente-461

FoxQue. In this case, 176 were correctly classified462

(Fig. 6) with a sensitivity of 88% (Table 3), having463

24 classified as other. For other, 1974 were correctly464

classified, which means that the specificity is almost465

of 50%.466

Fig. 7. Visualization of the confusion matrix for the public account
@FelipeCalderon.

Unlike the two Kappa values presented above, the 467

obtained for @EPN shows a considerable improve- 468

ment with a value of 0.4024 (see Table 3). 469

The positive predictive value and the negative 470

predictive value are 81% and 61% respectively. How- 471

ever, in this example, the ‘Positive’ class corresponds 472

to other. 473

The accuracy obtained is of 77% while the bal- 474

anced accuracy is 68.89% which is bigger than the 475

two previous examples. 476

4.4. Results for @FelipeCalderon 477

After some training and adjustment of the predic- 478

tion model, it shows a better performance comparing 479

it with the results obtained in the 3 previous cases. 480

So, for @FelipeCalderon 199 were correctly classi- 481

fied (Fig. 7) with a sensitivity of 99% (Table 4) and 482

only one classified as other. For other, 2103 were cor- 483

rectly classified, which means that the specificity is 484

of 52%. 485

In both cases of the predictive value, the pos- 486

itive and the negative, the values are close to 487

the 97%. The ‘Positive’ class corresponds to 488

@FelipeCalderon. 489

The accuracy obtained is of 97% while the bal- 490

anced accuracy is 76.36% which is a very good value 491

in the last case of use by using a model improved 492

thanks to the above results. 493

Finally, the prediction model can be considered as 494

acceptable, or ideal, the Kappa value is of 0.6746 (see 495

Table 4). 496
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R. Abascal-Mena and E. López-Ornelas / Analyzing tweets by using a Naı̈ve Bayes classifier 9

5. Conclusions and further work497

Text classification on Twitter recently attracted498

research interest in politics using Information499

Retrieval and NLP. However, the vast majority of500

work related to the automatic classification of text501

has been focused on long texts. Twitter imposes new502

challenges in working with unstructured data. The503

objectives of text classification are very different,504

some of them tend to classify text into classes or505

categories in order to identify main themes.506

In this article, text classification is based on the507

analysis of tweets because, unlike other information508

sources, Twitter is up-to-date and reflects the news509

and events occurring daily all over the world. The510

interest of analyzing tweets concerns the authorship511

identification regardless that, in politician accounts,512

the author is already known. However, its well known513

that these accounts are manage by a group of people514

and not always is the same person who creates the515

tweet. So, the present work is interested in finding516

some clues to identify authorship and the number517

of people working behind the scenes after apply-518

ing a classification model based on Naı̈ve Bayes’519

theorem.520

In this article, a framework for experimentation521

based on Naı̈ve Bayes was implemented by using R.522

Given a public profile, of a politician, the tweets are523

retrieved, processed and classified according to the524

author or other. The analysis and interpretation of525

the results are possible thanks to a confusion matrix,526

with different metrics, created for each profile. Exper-527

imental results show that with only a small set of528

features, the classifier achieves a significant improve-529

ment in accuracy. However, there is an opportunity530

to continue the work in testing the classifier accuracy531

and performance at larger scales, as well as in several532

other areas. While the results with four authors are533

promising, a Kappa value of 67%, accuracy of 97%534

and balanced accuracy of 76%, real-world applica-535

tions require thousands of authors. Also, it would be536

interesting to determine when accuracy falls when537

using a bigger corpus.538

Future work should consider the use of other clas-539

sifiers apart of Naı̈ve Bayes. Also, a comparison

with results obtained in other authorship detection 540

research is desirable. This comparison must include 541

results like the ones obtained in the international com- 542

petition PAN (http://pan.webis.de). 543
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